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TEXT CONVERSION SYSTEM BETWEEN TURKIC DIALECTS

ABSTRACT

Turkic communities come from a common culture; however the interaction with
other communities over years caused diversion especially in written language. A
system which can automatically translate documents written in different Turkic
languages will be an important step towards eliminating the disunity of Turkic
communities on written work of art over past ninety years and obtaining fusion of

Turkic communities.

In this study, a rule-based and semi-supervised machine translation system (MT-
Turk), which is designed for closely related Turkic languages and implemented on
Turkish, Kirghiz and Kazan Tatar, is presented. MT-Turk is an extensible
bidirectional translation infrastructure in which new Turkic dialects can be added by
just adding the lexicon of roots/stems, suffixes, and the rules. Furthermore, it is open
to extension by suggestion. In order to form a multilingual machine translation
infrastructure, two subsets of rule-based approach, the interlingual machine
translation approach and transfer-based approach were used in combination to

achieve extensibility and interoperability.

The success of the translation process was evaluated using both BLEU and NIST
metrics. The evaluated scores were between 5.04 and 15.12 for BLEU, between 3.12
and 4.64 for NIST in unsupervised translation and between 7.20 and 21.71 for
BLEU, between 3.52 and 4.77 for NIST in semi-supervised translation for various
language pairs and translation directions. Depending on these results, it was seen that
the efficiency of the translation process is extremely dependent on the size of the

lexicon and the rule base.

Keywords: Machine translation, natural language processing, rule-based machine

translation, multi-word expressions, Turkic dialects, Turkish, Kirghiz, Kazan Tatar



TURK LEHCELERI ARASINDA CEVIRI SISTEMi

0z

Tiirk dilleri aynm1 kdkenden gelmelerine ragmen yillar i¢cinde farkli topluluklarla
olan etkilesimler nedeniyle farklilagmiglardir. Farkli lehgelerde yazilmis metinlerin
otomatik ¢evirisini yapan bir sistem, Tirk topluluklarinin iletisiminde ve
kaynasmalarinda bir engel olan bu farklilasmanin giderilmesinde ve kiiltiir birliginin

gelistirilmesinde 6nemli bir adim olacaktir.

Bu ¢alismada, akraba diller olan Turk dilleri i¢in gelistirilip; Turkiye Turkcesi,
Kirgiz Tirkgesi ve Tatar (Kazan) Turkgesi Uzerinde uygulanan kural tabanli ve yari
egitmenli bir bilgisayarli otomatik ¢eviri sistemi tanitilmaktadir. MT-Turk, sadece
sozliik, ek ve kurallar tanimlayarak yeni bir lehge eklenmesi ile genisletilebilen iki
yonlii bir ¢eviri altyapisidir. Ayrica, Oneriler yardimiyla da genisletilmeye aciktir.
Cok dilli bir bilgisayarl ¢eviri altyapisi hazirlamak i¢in kural tabanli yaklagimin iki
alt alan1 olan aktarim temelli ve interlingua temelli yaklasimlar, genisletilebilirligi ve

birlikte ¢alisabilirligi saglamak amaciyla birlikte kullanilmistir.

Ceviri isleminin basarist BLEU ve NIST 6lgekleri kullanarak degerlendirilmistir.
Olgiilen degerler farkl dil ¢iftleri ve geviri yonleri icin gozetimsiz ceviride BLEU
5,04 ve 15,12 arasinda, NIST 3,12 ve 4,64 arasinda, gozetimli geviride ise BLEU
7,20 ve 21,71 arasinda, 3,52 ve 4,77 arasinda degismektedir. Bu sonuglara
dayanarak, ceviri isleminin etkinliginin sozlik ve kural tabaninin boyutuna son

derece bagl oldugu gézlenmistir.

Anahtar Kelimeler: Bilgisayarli geviri, dogal dil isleme, kural tabani bilgisayarl
ceviri, sozcuk 6bekleri, Tiurk lehgeleri, Tirkiye Tirkcesi, Kirgiz Tiirkgesi, Tatar

(Kazan) Turkgesi



CONTENTS

Page
THESIS EXAMINATION RESULT FORM ....coiiiiiiiiiiiiceee e ii
ACKNOWLEDGMENTS ..ot i
ABSTRACT ..ttt bbbt se et et e be st beebesbeere e eneeee e iv
(7T v
LIST OF FIGURES ..ottt Xi
LIST OF TABLES ...t bbb Xii
CHAPTER ONE - INTRODUCTION ....cooiiiiiiiienireisesee e 1
1.1 AIM OF TRESIS .ttt st 2
1.2 ThesiS OrganiZatioN..........cccccveieeiieiieseeieseesie e se e e ae e saeeae e nreenee e 2
CHAPTER TWO - MACHINE TRANSLATION.....ccceiiiieieece s 4
2.1 History of Machine Translation ............cccooeiiiiniienenie e 4
2.2 Natural Language ProCeSSING ........cuveruereerierieaie e e sie st see e sie e siee e 5
2.3 Rule-Based (Classical) Machine Translation ...........ccccoccevvveviiiiesieenesieseennns 7
2.3.1 Types of Rule-based Machine Translation............c.ccccevvveveieeiieeiesieennnnn 7
2.3.2 MUItI-WOrd EXPreSSIONS. ....ccvveeieiieeiiesiiesieesiesieesieeeesseesieeeesseesseensesneesees 9
2.3.2.1 FiXed EXPreSSIONS ....ccviiueiiieeiiieiesiee e siee st 9
2.3.2.2 Semi-FixXed EXPreSSIONS. ......ccccevueiirriieiesiesieeie et 9
2.3.2.3 Syntactically Flexible EXPressions ..........cccccvevvvveneenesieesieenesennns 9
2.3.2.4 Institutionalized EXPreSSiONS ........ccoveiveereeiieseesiesieseesieseesseeeens 10
2.3.3 Rule-Based Machine Translation Applications...........c.ccovvveviieeniennnnne 10
2.4 Corpus-Based Machine Translation ... 11
2.4.1 Example-Based Machine Translation............cccoccevveveiinniecc e, 12
2.4.1.1 Stages OF EBMT ......oooieiierce e 13
2.4.1.2 APPHICALIONS ... 14

Vi



2.4.2 Statistical Machineg TransSIation .........oooovvvveieeeeeeee, 15

2.4.2.1 Noisy Channel Model 0f SMT ..ot 15
2.4.2.2 APPHICALIONS ... 19

2.5 Hybrid Machine Translation ...........cccoveviiiiieie e 19
2.5.1 APPHICALIONS .....eiieiiiiicieeee e 19
2.6 Machine Translation of Closely Related Languages...........ccccovvevvrieeniennnnne 20
2.6.1 Machine Translation between Turkic Languages..........cccocvevvvrvererennnnn. 21
2.7 Machine Translation EValUation ... 23
2.7.1 BLEU(Bilingual Evaluation Understudy) ..........cccoovvverinniniciinienne 24
2.7.2 NIST et e e e e e e e e e nrrae s 25
CHAPTER THREE - MT-TURK INFRASTRUCTURE ... 28
3.1 The Software Technologies Used for MT-TurK.........c.ccccevvivevveinicieinennn, 29
3.2 KNOWIBAQE BASE.......ciiiiiieiiieieeiie ettt 30
3.2.1 Sentence Boundary RUIES.........ccoiieiiiiiie e 30
3.2.2 Morpheme Order RUIES ........ccveveiieiiee e 30
3.2.3 PhonologiCal RUIES ...........coveiieiecie e 32
3.3 Translation COMPONENES.......cc.ccvereerireieseeeeee e e sreesee e e e e see e e 34
3.3.1 SENLENCE SEPAIALOL......cueieeeeiiieeiie sttt nee s 34
3.3.2 Multi-Word EXPression PreproCeSSOr.........cuueueieereerieseesieesiesessieaseens 34
3.3.3 Morphological ANalYSEr ........cccviieiiee e 37
3.3.4 The INtErINQUAL......ccveieeeeeciece e ae s 38
33D TIANSTEE .. e 39
3.3.6 GENEIALION. ... .eeiieiieiteeiteeie sttt sttt st be e sne e 41
3.4 SOTtWAre IMOTUIES........coieieieie e 42
3.4.1 ANONYMOUS USEI ...eieiiiieiiiiiesiiie sttt 43
3.4.2 AAMINISEIALIVE USEE .....viiiiiiiieieeie ettt 44
I R U L= oo | | USRS 44

34, 2.2 TrANSIALON ...t 44

B4, 2.3 LEXICON .ottt bbb 45
3.4.2.4 SUFFIX MANAGET ...eoviiiiiitieicee e 47

vii



3.4.2.5 MUIti-WOrd ManagEr .........cooueiierieiieseesie e 49

3.4.2.6 Rule UPIOAUEIS......ccueiiiiieiieie e 49

3.5 Database MO .........coeiiiiiiiisii e 50
3.5.1 The Table “LangUages” ........ccceeeiierieerieeiesieesieaiesaesieseessnesseaeesseessens 53
3.5.2 The Table “CONCEPLS”.......oiieieeieiie et 54
3.5.3 The Table “ConceptCoVErRel” ..o 54
3.5.4 The Table “TagSubstituteRel”...........cccov e 55
3.5.5 The TabIe “USEI™ ...c..o i 55
3.5.6 The Table “Suggestion”..........coiiiiiieiiiie e 55

CHAPTER FOUR - GRAMMATICAL CHARACTERISTICS OF TURKISH,

KIRGHIZ AND KAZAN TATAR. ..ot o7
A1 TUIKISNL ..ot b et 59
A.1.0 AIPNADEL......coiiieie e e 60
A.1.1. 1 VOWEILS ottt e 61
4.1.1.2 CONSONANTS......ccurieieeririeieeeieesiee e s e enee e 61

4.1.2 CaraCTEIISTICS. . ..viueeuieeeitesie ettt bbb 61
4.1.2.1 Morphophonemic CharacteristiCS .........ccevvvirieriverieiiesieseeieseenieas 62
4.1.2.2 Morphological and Multi-Word Characteristics.............ccocervennens 66

A2 KIFGNIZ ottt bbb 67
4.2.1 AIPNADEL.......coiiie e 68
4211 VOWEIS .ot 68
4.2.1.2 CONSONANTS......cutiiiiiaiieitie et e etee e ettt be e beeser e e beesnreennee s 68

4.2.2 CNAraCeriSICS. .. eevieiesiie ittt st sne e 70
4.2.2.1 Morphophonemic CharacteristiCS .........ccevvirieiieeiveieiiese e s 70
4.2.2.2 Morphological and Multi-Word Characteristics.............cccccvvvennnnn 72

4.3 KAZAN TALAK ..eoveeeieeiiie ettt ettt sneas 74
A.3.1 AIPNADEL......coiiiie e e 74
4311 VOWEIS ..ot 74
4.3.1.1 CONSONANTS......curieieeririeieeeiee e e e enee s 76

viii



4. 3.2 G ACE I ISTICS. - e eeeeeesseeenennnnnennnnes 76

4.3.2.1 Morphophonemic CharacteristiCs .........ccovvviierieeniniiniienesie e 76
4.3.2.2 Morphological and Multi-word Characteristics..........c.c.cceevvvennnn 78
4.4 Differences and ProbIems ... 78

TURKISH, KIRGHIZ AND KAZAN TATAR ...ttt 80
5.1 Language SEIECHION .......ccueiieiecie et 80
5.2 LaNQUAGE RESOUICES .......uvieiiiiieiiiiesiiieesitee ettt ettt ettt nnn e e 81

5. 2.1 LEXICON ..ttt sttt sttt sttt sttt sttt st bt nneene s 81
5.2.2 GIAMIMAL ...ttt ettt ettt ettt e s ie e e be e be e e bt e sineenbeessneanneens 83
5.2.3 SUFFIX LIST...veitiiiiiieiie e 84
5.3 Test Data for EVAlUALION............ccoiiiiiiiieiee e 84
5.3.1 Kirghiz t0 TUIKISN.....coiuiiiiiiiiee e 85
5.3.2 TUIKISN t0 KIrGNIZ......oouiiiiiiiiecce e 86
5.3.3 Kazan Tatar t0 TUIKISN ......c.coiiiiiiieie e 86
5.3.4 Turkish t0 Kazan Tatar .........cccceieiiniiese e 86
5.3.5 Kirghiz t0 Kazan Tatar ..........cccceceiieieeieiieieesieseeseesie e srne e eeesneeseeas 87
5.3.6 Kazan Tatar to Kirghiz .........cccoiieiiiiiie e 87
5.4 EValuation RESUITS .....c.oiiiiieieeieseee e 87
5.4.1 Kirghiz and TUIKISN .......couiiieiice e 87
5.4.2 Kazan Tatar and TUIKISH ........cooviiiiiiieiceeseee e 90
5.4.3 Kirghiz and Kazan Tatar.........ccceiereniiienieiesie s 90
5.4.4 Comparison With Similar StUAIES .........cccceiieieniiiiee e 91

CHAPTER SIX - CONCLUSION ..ottt 92

REFERENGCES. ........co ittt sttt sn e 96

APPENDICES ...ttt 110



A.1 Turkish Phonological RUIES ............cooueiiiiiieice e 110

A.2 Kirghiz Phonological RUIES...........cccoieiiiiiiece e 119
A.3 Kazan Tatar Phonological RUIES ............cccevieiiiii i 128
B.1 Kirghiz-Turkish Translation (Tale 1 - Ayildin Baldari: Village Children) 134
B.2 Kirghiz-Turkish Translation (Tale 2 - Iyik Sezim: Sacred Emotion)......... 136
B.3 Kirghiz-Turkish Translation (Tale 3 - isenb6: Not Believing)................. 138
B.4 Kirghiz-Turkish Translation (Tale 4 - Mebel: Furniture).........cccccceveneee. 139
B.5 Kirghiz-Turkish Translation (Tale 5 - At Caks1 Kérgon Bala: The boy horse

JOVES) bbbttt ne e 140
B.6 Kazan Tatar-Turkish Translation (Tale 6 - Kiyim: Stone Dress)............... 141
B.7 Kazan Tatar-Turkish Translation (Tale 7 - Oliif, Yaki Giizel Kiz Hedice (Part
1): Aleph or Beautiful Girl HatiCe) ..........cceoveieiiiiice e 144
B.8 Kirghiz-Kazan Tatar Translation...........ccoccveiiiiiiinineeee e 146



LIST OF FIGURES

Page
Figure 2.1 Vauquois triangle (Vauquois, 1968)..........cccecvrieereeriesieeieeieseese e saenieas 8
Figure 2.2 The “Vauquois pyramid” adapted for EBMT (Somers, 2001). ................ 12
Figure 2.3 The noisy channel model of SMT (Jurafsky & Martin, 2006) ................. 15
Figure 2.4 Components of statistical machine translation (Koehn, 2007)................. 16
Figure 3.1 MT-TUrK architeCtUIe .......c.ccveiiee e 29
Figure 3.2 The rule for Turkish final devoiCiNg...........ccoveiiiieneniiiieree e 33
Figure 3.3 Sample Multi-word rule ... 35
Figure 3.4 Sample group iNterliNQUA..........cccoueiieieeie e 36
Figure 3.5 INterlingua SAMPIE .......oovv e 39
Figure 3.6 Anonymous user translation module screenshot ............cccceveveveiiiniennene. 43
Figure 3.7 LOQiN SCrEENSNOL..........coiiiiiiiiiiee e 44
Figure 3.8 Translator module output SCreenshot............cccevvvievieeieccce e 45
Figure 3.9 Bulk 1€XiCON UPIOAAEN .........ccveiiieiecieieec e 46
Figure 3.10 Lexicon manager SCreENSNOL. ........cuiieeiereerieie e 46
Figure 3.11 Stem editor SCre€NSNOL...........cccviiiiiiiiee e 47
Figure 3.12 Suffix manager SCreenShot............ccovieieiieniie e 48
Figure 3.13 Suffix editing screenshot for suffix "past tense MIS" .......cccovvivvivennnnn. 49
Figure 3.14 Multi-word manager SCreenshot ...........ccocoevveieriieseeie e 49
Figure 3.15 Morpheme rule upload interface...........cccocevieiiinnenienere e 50
Figure 3.16 Morpheme rule editing windows application ...........ccccocevviiniieniennnnn 50
Figure 3.17 ER diagram of language databases..........cccccveverieereeieniieneere e 52
Figure 3.18 ER diagram of CONCEPTSET database...........ccccevververiereeriesieseeenenn 53
Figure 3.19 Sample representation of the relation between CONCEPTSET and
JANQUAGES ...ttt bbb nns 54
Figure 4.1 Turkic language family (a) (SIL International, 2013) ..........cccccevvvrrivennene. 57
Figure 4.2 Turkic language family (b) (SIL International, 2013)..........ccccccevverveenene. 58

Xi



LIST OF TABLES

Page
Table 3.1 Languages database table...........ccccoveiviiiiiiii i 53
Table 3.2 Different representation of Turkish word "yaz" ..........cccccooiiiiiiniiniennne 54
Table 3.3 Tag correspondence relation ...........ccocceveiiiiiiinieee e 55
Table 3.4 USEr tahle .....cc.oouiiiiieee e 55
Table 3.5 Sample suggestion INFOrMation............cccevvereiieerieeie e 56
Table 4.1 Turkic languages' usage statistics (M. P. Lewis, 2009) ...........cccceevverunenne. 59
Table 4.2 Turkish alphabet...........coio i 60
Table 4.3 Turkish vowels (G. L. LEeWIS, 1967) ......ccecveveriereeie s e se e e 61
Table 4.4 Labial assimilation in TUIKiSh........ccccoiiiiiii 63
Table 4.5 Final voicing in TUIKISN.........ccoiiiii e 65
Table 4.6 Devoicing iN TUIKISH .....oovoiiii e 65
Table 4.7 Kirgiz vowels (Cengel, 2005) .......cccoiiiieiieieciereee e 68
Table 4.8 Kirghiz alphabet (Cengel, 2005) ........ccccoceiieiiiieieee e 69
Table 4.9 Labial assimilation in Kirghiz..........c.ccoooiiiiiiiniee e 71
Table 4.10 Final voicing iN KIrghizZ ..........coooiiiiiiiii e 72
Table 4.11 Kazan Tatar vowels (Oner, 2007a) ..........c.ccoeeruerererereereereeeseeeeeneneeenn, 74
Table 4.12 Kazan Tatar alphabet (Oner, 20078) .........c.ccevevevrverererererererererereresesesenenes 75
Table 4.13 Final voicing iN Kazan Tatar.........cccccoveiveieiieeieeeseess e se e e 78
Table 5.1 Kirghiz - Turkish test data with sentence statistics..............cccceevvevvernnnnn. 85
Table 5.2 Kazan Tatar - Turkish test data with sentence statiStics .............ccoceveennene 86
Table 5.3 Kirghiz and Turkish translations............cccccovevieieeie s 88
Table 5.4 Preliminary evaluation results of Kirghiz - Turkish translation on 35
SENTENCE TEXE ...t e e sib e e snr e e 88
Table 5.5 Evaluation results of Kirghiz to Turkish translation...............ccccceveiienene 88
Table 5.6 Evaluation results of Turkish to Kirghiz translation...............ccccceeevvennene 89
Table 5.7 Evaluation results of Kazan Tatar to Turkish translation ...............cc......... 90
Table 5.8 Evaluation results of Turkish to Kazan Tatar translation ..............ccc.cee..... 90
Table 5.9 Evaluation results of Kirghiz to Kazan Tatar translation.............c.ccccceeuee. 90
Table 5.10 Evaluation results of Kazan Tatar to Kirghiz translation......................... 91

xii



CHAPTER ONE
INTRODUCTION

Communication has become the most crucial topic in the era of globalization and
the Internet. Moreover, there is a huge amount of information in the Internet in
various languages which awaits exploring. Machine Translation (MT) is the method

to achieve this connectivity and overcome the language barrier.

However, MT is an hard task in which collaboration of several fields are required
(Hovy, 2001a; Senkal, 2000). The most important problems of machine translation
are the different structures of languages, different cultures and the ambiguities of
natural language. Although Turkic dialects are generally similar in their structure and
even consist of common stems, such as “at: horse” which has the same
representation in Turkish, Azerbaijani, Bashkir, Kazakh, Kirghiz, Uzbek, Tatar,
Turkmen and Uyghur (Ercilasun, 1992; Ugurlu, 2004), people cannot understand
each other in different dialects. Turkic language family, which is consisted of 40
languages that are closely related to each other, is spread over a large geographical
area ranging from Eastern Europe and the Mediterranean to northeastern Siberia and
western China (SOROSORO, 2009); and is spoken by approximately 180 million
people as mother language (SIL International, 2013). Hence, for enhancing the
economic and trade relations between Turkic Republics there is a need for a common
way of understanding each other and translating documents to other Turkic dialects

easily.

Information technology (IT) applications are important instruments for the
purpose of constructing this common way, therefore in 2005 “Turkic World
Computer Assisted Linguistics Working Group” (TDK, 2005) was founded with the
aim of conducting studies on Turkic Languages with IT technology, by constructing
common dictionaries and conducting grammar studies with IT technology. The
working group was founded with the initiative of “Turkic Republics Information

Technologies Working Group” (TBD (Informatics Association of Turkey), 2000)



within Undersecretariat of Foreign Trade and by the cooperation of Turkish
Linguistic Association (TDK) and Turkish Informatics Association (TBD).

1.1 Aim of Thesis

The need of machine translation between Turkic dialects is crucial and much
easily attainable than with other languages like English as they are closely related.
However current studies either focus on a particular language pair or work only on

one direction (from Turkic dialects to Turkish).

The aim of this study is to build an extensible infrastructure to translate from one
Turkic dialect to another. The MT-Turk, infrastructure is extensible in two
dimensions; the number of dialects supported and quality of translation. The number
of dialects supported can be increased by adding new dialects to the infrastructure, in
other words by supplying lexicon and rules with user friendly interfaces.
Additionally, the quality and success of the translation can be extended by the
suggestions made by users of the infrastructure. Currently, MT-Turk supports

Turkish, Kirghiz and Kazan Tatar.

1.2 Thesis Organization

This thesis is divided into six chapters. In Chapter 2, machine translation is
described with history, approaches and example studies including a subsection for

machine translation between closely related languages.

The infrastructure of MT-Turk is described in detail including rule formats, the
algorithms employing the components of MT-Turk and the database model in
Chapter 3.

The case study of this thesis is a subset of Turkic dialects, Turkish, Kirghiz and
Kazan Tatar. The grammatical characteristics of these dialects are described in
Chapter 4.



In Chapter 5, the information about the case study and resources are given in
addition to information about the evaluation using two metrics, BLEU and NIST.
Finally, the conclusion is given in Chapter 6 including a brief summary and results of
the thesis.



CHAPTER TWO
MACHINE TRANSLATION

Machine translation (MT) is an interdisciplinary study area that requires
collaborated study of linguistics, computer science, artificial intelligence, translation
theory, computational algorithms, cognitive science, study of human-computer
interaction and occasionally anthropology (Hovy, 2001b; Senkal, 2000).

2.1 History of Machine Translation

Machine translation is one of the first non-numerical applications on computers
(Hutchins, 1986). Even before internet era, machine translation was a popular area of
interest; as a matter of fact, the idea of machine translation dates back to 17" century
when René Descartes proposed a universal language (Ulitkin, 2011) and continued
with different proposals and patents. Nevertheless, a memorandum by Warren

Weaver (Weaver, 1949) is considered as the initiation of machine translation studies.

In 1954, the first application of machine translation, public demonstration of a
machine translation system is performed with the Georgetown-IBM experiment (J.
Hutchins, 2004; IBM, 1954). Although the experiment consisted of only 250 words
and performed translation of 49 carefully selected Russian sentences to English, it
encouraged the studies on machine translation. The studies on machine translation
were very popular for more than a decade and funded by the government with the
public effect of the experiment and the cold war, especially in the United States and

Soviet Union.

Unfortunately, first with the report prepared by Bar-Hillel for United States
Government at 1960 (Bar-Hillel, 1960) and then the ALPAC report at 1966
(ALPAC, 1966), full-automatic high quality machine translation (FAHQMT) was
said to be not attainable in an open domain. Consequently, the studies on machine
translation slowed down till 80s when improvements in software and hardware

technologies led to more success (Cieslak, 2011).



The first approach to machine translation or classical machine translation is rule-
based machine translation (W John Hutchins, 1986). Corpus based approaches were
introduced later, with the emergence of the internet in 90s and availability of the
large amounts of online text that became accessible (Su & Chang, 1992). Lately, two
approaches are combined in hybrid approach to achieve better translation systems
(Chen & Chen, 1996; Thurmair, 2005; Xuan, Li, & Tang, 2012) .

2.2 Natural Language Processing

Machine Translation is a sub-field of Natural Language Processing (NLP) and is
achieved using seven levels of NLP. NLP is stated in Liddy (2001) as “a theoretically
motivated range of computational techniques for analysing and representing naturally
occurring texts at one or more levels of linguistic analysis for the purpose of
achieving human-like language processing for a range of tasks or applications.”
(Liddy, 2001)

Each level of NLP is responsible for analysis and extraction of linguistically
meaningful units at different levels. Implementing and using all levels are not

obligatory, however; more successful translation is achieved with deeper analysis.
e Phonology

Phonology level is responsible for the interpretation of sounds within and across
words. The level manages three types of rules: phonetic rules, phonemic rules and
prosodic rules. Phonetic rules define the constraints on how sounds within words are
combined whereas phonemic rules define the variations of pronunciation when
words are spoken together. Lastly, prosodic rules are used to define the fluctuation in

stress and intonation across a sentence (Liddy, 2001).



e Morphology

Morphological level is responsible for the study of words. In this stage, words are
analysed and their morphemes, the smallest meaningful units of a word, are extracted
(Liddy, 2001).

e Lexical

Lexical level is responsible for interpreting the meaning of individual words, by
mapping the most probable part-of-speech or sense, especially for the words having
only one possible sense. The lexical level may require and use a lexicon (Liddy,
2001).

e Syntactic

Syntactic level is the study of how the words in the sentence are combined to
uncover the grammatical structure (Liddy, 2001). The sequences of words are
transformed into syntax trees using grammatical rules and constraints of the natural

language.
e Semantic

Semantic analysis is the study of meanings of sentences. In semantic analysis, the
sentence structure, in other words syntax trees, must be assigned meaning by
focusing on the interactions among word-level meanings in the sentence. The
semantic disambiguation of words with multiple senses is also a part of this level
(Liddy, 2001).

e Discourse

Discourse integration is the study of connecting the sentences in a context as the
meaning of a sentence may depend on other sentences in that context. Thus, the
discourse level is responsible for the text as a whole rather than a sentence (Liddy,
2001).



e Pragmatic

Pragmatics is the study of assigning the real meaning to the text depending on
how language is used. The goal of this level is to explain how extra meaning is read
into texts without actually being encoded in them and it requires world knowledge,
understanding of intentions, plans and goals (Liddy, 2001).

2.3 Rule-Based (Classical) Machine Translation

Rule-based machine translation is achieved by the use of linguistic data and rules
for translation (Douglas, Balkan, Meijer, Humphreys, & Sadler, 1993; W John
Hutchins, 1986). It is also called Classical Machine Translation as it is the traditional

and the first developed approach to machine translation.

In the remainder of the subsection, different approaches to rule-based machine
translation is described briefly and brief information about multi-word expressions is
given. Lastly, some applications developed using rule-based machine translation
methodologies are listed.

2.3.1 Types of Rule-based Machine Translation

Rule-based machine translation is categorized in three types according to the
depth of the process (both for analysis and generation) and whether a language-
independent representation of meaning is attempted or not (Dorr, Hovy, & Levin,
2006):

e Direct Approach
e Transfer Approach

e Interlingua Approach

Vauquois triangle (Vauquois, 1968) which is illustrated in Figure 2.1 is a
representation used for visualizing the approaches to rule-based machine translation.

Each layer in the triangle constitutes to a layer in linguistic analysis layers.
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Figure 2.1 Vauquois triangle (Vauquois, 1968)

e Direct Approach

In direct approach, each word is stored in the dictionary and the translation is
achieved by a word-by-word replacement process which results in the need of huge
dictionaries. In this approach, source texts are not analysed more than needed for
generating texts in the target language (W J Hutchins, 1994; Senkal, 2000).

e Transfer Approach

In transfer approach, the input is analysed in the source language, then the transfer
is achieved by a set of transfer rules and the output text is generated in the target
language. These source-to-target transfer programs are developed with analysis and

generation modules which are specific for each language pair (W J Hutchins, 1994).
e Interlingua Approach

In interlingua approach, an interlingua, which is a language-neutral representation,
is produced as the result of the analysis and used as the starting point for the

generation. The translation is done in two steps; from the source language to the



interlingua and from the interlingua into the target language, as the interlingua is
language independent. In a multilingual configuration, programs for analysis are
independent from programs for generation, and any analysis program can be used

together with any generation program (W J Hutchins, 1994; Senkal, 2000).

2.3.2 Multi-Word Expressions

Multi-Word Expressions (MWE) are defined as structures with more than one
word, whose structure and meaning cannot be derived from their component words’
independent meanings (Venkatapathy & Joshi, 2006). MWE can also be defined as
idiosyncratic interpretations that cross word boundaries (Sag, Baldwin, Bond,
Copestake, & Flickinger, 2002). MWE is a very complicated and problematic issue
for natural language processing applications especially for morphologically rich

languages like Turkish.

2.3.2.1 Fixed Expressions

Fixed expressions are fully lexicalized and are not subject to -either
morphosyntactic variation or internal. As a result, a simple words with spaces

representation is sufficient (Sag et al., 2002).

2.3.2.2 Semi-Fixed Expressions

Semi-fixed expressions are subject to strict constraints on word order and
composition, but can have some lexical variations like inflection. Some samples to
semi-fixed expressions are non-decomposable idioms, compound nominals and

proper names (Sag et al., 2002).

2.3.2.3 Syntactically Flexible Expressions

Syntactically-flexible expressions show a wide range of syntactic variability.
Some examples to syntactically-flexible expressions are verb-particle constructions,

decomposable idioms and light verbs (Sag et al., 2002).



2.3.2.4 Institutionalized Expressions

Institutionalized phrases are semantically and syntactically compositional, but
they are statistically idiosyncratic. “Traffic light” is an example to institutionalized
phrases, in which both “traffic” and “light” retain simplex senses and combine

constructionally to produce a compositional form (Sag et al., 2002).

2.3.3 Rule-Based Machine Translation Applications

Many commercial and free translation systems were developed using rule-based
translation approaches. Although it is the first method developed for machine
translation and other methods are developed afterwards, there are still recent
applications which are developed wusing rule-based machine translation

methodologies.

Apertium is a free/open source platform for rule-based machine translation that is
developed by Transducens research group at the University of Alicante in 2005. In
Apertium, lexical processing is achieved by finite-state transducers, whereas hidden
Markov models are used for part-of-speech tagging, and multi-stage finite-state
chunking is used for structural transfer (Forcada et al., 2011). Apertium focuses
mainly on Romance languages such as Spanish, Catalan, Portuguese, French,
Occitan, Galician and English. It started as a platform for closely related languages

and extended to include more divergent language pairs like English-Katalan.

GramTrans (GrammarSoft ApS & Kaldera Sprakteknologi AS, 2006) is an
internet-based machine translation application that provides rule-based constraint
grammar parsing for mainly Scandinavian languages (like Danish, Norwegian,
Swedish, Portuguese and Esperanto) and English (Wiechetek, 2008).

Matxin (Mayor, 2007) is another rule-based MT system and an open-source
toolkit whose first implementation is used for translation from Spanish to Basque.
Matxin is the first publicly available machine translation system for Basque and it is

stated that although more study has been done on Basque, it is still a less-resourced
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language. The main focus of the study is the construction of a dependency analyser
for Spanish and use of rich linguistic information to translate prepositions and
syntactic functions (such as subject and object markers). Also the construction of an
efficient module for verbal chunk transfer in addition to the design and
implementation of modules for ordering words and phrases is achieved
independently of the source language (Mayor et al., 2011).

Some commercial applications, such as (Systran, 2011) and (Apptek, 2012), have
also started as a rule-based machine translation and then transformed into a hybrid
system adding a corpus-based machine translation system usually after the rule-based
system. Thus these applications are considered under Hybrid Machine Translation

subsection.

2.4 Corpus-Based Machine Translation

In the beginning of 90s, the advancements in computer technologies and the
availability of large amounts of online text have led to corpus-based techniques;
which were proposed to “shift the burden of knowledge acquisition from human to
computers by inducing linguistic knowledge from large corpora automatically” (Su
& Chang, 1992).

The corpus-based approach is mainly studied in two sub-fields: example-based
machine translation (EBMT) and statistical machine translation (SMT). The
difference between EBMT and SMT is stated in (Hutchins, 2005) as, “input is
decomposed into individual SL words and TL words is extracted by frequency data
in SMT, whereas in EBMT input is decomposed into SL fragments and TL examples
(in the form of corresponding fragments) are extracted from the database”. However
it is also emphasized in (Hutchins, 2005) that the distinctions have become blurry

after the studies on phrase-based and syntax-based SMT systems.
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2.4.1 Example-Based Machine Translation

Example-based machine translation (EBMT) or ‘translation by analogy’ (as
proposed by Nagao) is based on the extraction and combination of phrases (or other
short parts of texts) (Nagao, 1984).

Hutchins stated that translation by analogy is the most characteristic technique of
EBMT and it is the one where the use of entire examples is most motivated (Hutchins,
2005).

Nagao (1984) claimed that;

...man does not actually translate a sentence by doing deep linguistic analysis,
rather, by properly decomposing an input sentence into certain fragmental phrases,
then, by translating these fragmental phrases into other language phrases, and finally
by properly composing these fragmental translations into one long sentence. The
translation of each fragmental phrase is done by the analogy translation principle

with proper examples as its reference. (Nagao, 1984).

Nagao (1984) stated three tasks of EBMT: matching, alignment and
recombination. These tasks correspond to the tasks in conventional machine
translation as illustrated in Figure 2.2. The source-text analysis process in
conventional machine translation is replaced by the matching of the input against the
example set in EBMT. The transfer process is replaced by alignment and the
generation process is replaced by recombination (Somers, 2001).

ALIGNMENT
transfer _
MATCHING RECOMBINATION
analysis generation
source text target text

Figure 2.2 The “Vauquois pyramid” adapted for EBMT (Somers, 2001).
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The “matching” task can be done in a relatively straightforward manner by using
simple character-matching algorithms or with a more linguistically sophisticated
matching (Somers, 2004).

The “alignment” task is the selection of the corresponding fragments in the target
text, after the relevant example or examples have been selected (Somers, 2001). It
can be done by comparing further similar examples and extracting the common
elements. Somers (2004) stated that also the use of linguistic resources such as

dictionaries can be very helpful.

The “recombination” task is the task of combining the fragments in the way that
they fit together properly as the simple concatenation of the fragments may result in
translation errors due to “boundary friction”, such as agreement and mutation which
might not be covered by the chosen examples. Somers (2004) stated that this
problem occurs especially when the target language is considerably more complex

than the source language and RBMT can also be helpful at this task.

2.4.1.1 Stages of EBMT

In EBMT, there are four stages: example acquisition, example base management,
example application and target sentence synthesis (Kit, Pan, & Webster, 2002).

o Example Acquisition

Example acquisition is the process of acquiring examples from parallel bilingual
corpus (i.e., existing translation). Text alignment of bilingual texts is a necessary step
towards example acquisition at various levels. Manual alignment by experts can be a
solution to produce quite reliable examples, but the price for precision and low speed

leads to automatic text alignment technologies.

The studies on automatic text alignment can be categorized into two types;
resource-poor and resource-rich approaches. The resource-poor approach focuses on
sentence alignment with main focus on sentence length statistics, co-occurrence

statistics and some limited lexical information whereas, the resource-rich approaches
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make use of all available and useful information, in particular, bilingual lexicon and

glossary, to facilitate the alignment (Kit et al., 2002).
o0 Example Base Management

Example base management is the process of storing and maintaining the
examples. It is responsible for handling the storage, management (including addition,
deletion and modification) and retrieval of examples at high speed, to support the
translation process. As a result, an efficient example base management system must
be capable of handling a massive volume of examples at an adequately high speed
(Kit et al., 2002).

o0 Example Application

The example application is the process of using the examples to facilitate
translation, which also involves the decomposition or segmentation of an input
sentence into a sequence of seen fragments (examples) in addition to converting the
resulting fragments from the source language into the target language (Kit et al.,
2002).

0 Target Sentence Synthesis

The target sentence synthesis is the process of composing a target sentence by
combining the translated fragments with the aim of enhancing the readability of the
target sentence after conversion and forming well-formed highly readable sentences
(Kit et al., 2002).

2.4.1.2 Applications

Some example-based translation systems are; the system developed by (Stroppa,
Groves, Way, & Sarasola, 2006) for Basque language, and the system developed by
(Carnegie Mellon University, 1997) on increasing the efficiency of EBMT with
generalizing the examples, which is applied and tested on English-French and
English-Spanish languages.
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2.4.2 Statistical Machine Translation

In statistical machine translation (SMT), techniques of statistical information
extraction from large databases, which contain pairs of large corresponding texts that
are translations of each other, are utilized. It was first proposed by IBM as a “purely
statistical” approach which was inspired by the success in applications of statistical
approaches to speech processing, lexicography and natural language processing
(Brown & Cocke, 1988).

2.4.2.1 Noisy Channel Model of SMT

Noisy channel model of SMT, which is based on the noisy channel model
introduced by (Shannon, 1948), is a commonly used way to describe SMT (Jurafsky
& Martin, 2006; Lopez, 2008; Ramanathan, 2009). In noisy channel model, the
sentence (sequence of words) f in the source language is considered to be a corrupted
version of the sentence e in the target language, which is corrupted as a result of the
noise in the communication channel. The goal of a SMT system is producing the
equivalent sentence e (in the target language) of a given sentence f (in the source
language) using statistical techniques (Ahmed & Hanneman, 2005). The noisy
channel model of SMT for source language f (French) and target language e

(English) is illustrated in Figure 2.3.

GENERATIVE DIRECTION

NOISY CHANNEL

«Channel Source E» «Channel Output F»

N P(FIE) -
_~~ E:Marydid notslap the X " F: Maria no dio una bofetada
P(E) . green witch S > AN A a la bruja verde e
BEST TARGET LANGUAGE SENTENCE «E» SOURCE LANGUAGE SENTENCE «F»
ARGMAX ~ 'Languageﬁ\‘- ) ‘/ Translation )
‘.\\Model P(E)/! Model P(FIE)/-“

N

DECODING DIRECTION

Figure 2.3 The noisy channel model of SMT (Jurafsky & Martin, 2006)
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In the noisy channel model, it is required to think of ‘sources’ and ‘targets’
backwards to understand how SMT of a source sentence f in French to a target
sentence e in English is achieved. A translation model, which is the model of the
noisy channel, is built from target sentences through a channel to a source sentences.
After the translation model is built, the best possible “source” English sentence is
searched given a French sentence f to translate pretending that the French sentence f
is the output of an English sentence e going through the noisy channel. The selection
of the best possible sentence is done using the translation model, a language model
that is built using the target language and a search or decoding algorithm. These are
three main components of SMT (Jurafsky & Martin, 2006). A graphical illustration
of how these components are connected is shown in Figure 2.4 and more detailed

explanations of the components are given below for better understanding.

Foreign/English

English Text
Parallel Text g
STATISTICAL ANALYSIS STATISTICAL ANALYSIS
Translation Language

Model Model

Decoding Algorithm

Figure 2.4 Components of statistical machine translation (Koehn, 2007)

e Language Model

The language model, which is denoted by P(e) in Figure 2.3, is responsible for
fluency, in other words for generating valid, fluent target sentences. Language
modelling problem can be stated as “the problem of computing the probability of a
single word given all of the words that precede it in a sentence” (Brown et al., 1990).
Hence, given a word string s, Sy,...,Sy the language model can be written as equation
2.1 using the n-gram probabilities, without loss of generality (P. F. Brown et al.,
1990; Way, 2010).

P(S1, S2,..+, Sn) = P(S1) P(S2/s1)... P(sn[SiS2 ... Sn) (2.1)
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e Search or Decoding Algorithm

The search or decoding problem is to find the target sentence e which could have
generated f with highest probability (Ahmed & Hanneman, 2005). The best e is
found using equation 2.2 which uses Bayes theorem and the Fundamental Equation

of Machine Translation (Brown, Pietra, Pietra, & Mercer, 1993).

e* = argmax. P(e) P(fle) (2.2)
e Translation Model

Translation model, which is denoted with P(f|le) in Figure 2.3, is responsible for
the faithfulness of the translation. It is the model of the generation process from an
English sentence e through a noisy channel to a French sentence f. In the model,
every pair of strings (e, f) is assigned a number P(f|e), which is interpreted as the
probability that the translator, when presented with e, will produce f as the result (P.
E. Brown et al., 1993; Jurafsky & Martin, 2006).

There are three different groups of translation models for SMT: word-based

models, phrase-based models and syntax-based models.
o Word-Based Models

Word-based models are the original models developed for statistical machine
translation. In these models, translation process is tied to the translation of individual
words. The first models developed for SMT are IBM Models, Model 1 to 5, which
are discriminated by their use of different alignment models and parameters (Brown
etal., 1993).

In IBM Model 1, all alignments have the same probability. In IBM Model 2, a
zero-order alignment model is used whereas in IBM Model 3, an inverted zero-order
alignment model with an additional fertility model that describes the number of
words aligned to the word is used. In IBM Model 4, an inverted first-order alignment

model and a fertility model is used. Finally, IBM Model 5 is a reformulation of IBM
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Model 4 with a suitably refined alignment model in order to avoid deficiency, which
is a result of the waste of probability mass on non-strings by IBM Models 3 and 4
(Och & Ney, 2000).

GIZA++ is an implementation of IBM Models which are still used for word
alignment mostly as an initial training step of more complex models (Och & Ney,
2000).

0 Phrase-Based Models

In phrase-based models, the fundamental unit of translation is a phrase, any
contiguous sequence of words, instead of a single word as entire phrases often need
to be translated and moved as a unit (Jurafsky & Martin, 2006).

Each phrase in source language translates to exactly one nonempty phrase in
destination language. The translation is done in three phases:

I.  The source sentence is segmented into phrases.
ii.  Each phrase is translated.

lii.  The translated phrases are permuted into a final order, reordered if necessary.

A list of all source phrases and all of their translations are contained in a phrase
table to use during this process. This phrase table is learned from the training data
(Resnik & Park, 2006).

The construction of the phrase table can be done using different methods. A
uniform evaluation framework was developed by Koehn, Och and Marcu (2003) and
different methods were compared; moreover, it is stated in their study that their
experiments showed that high levels of performance can be achieved with fairly
simple means and also more sophisticated approaches that uses syntax do not lead to
better performance (Koehn, Och, & Marcu, 2003).

18



0 Syntax-Based Models

Syntax-based statistical machine translation models can be based on some form of
synchronous grammar to generate source and target sentences in addition to the

correspondence between them simultaneously (Ahmed & Hanneman, 2005).

The first study on syntax-based SMT is the application of context-free
transduction formalism, inversion transduction grammar, for modeling bilingual
sentence pairs that allows some reordering of the constituents at each level (Wu,
1997).

Another important study on syntax-based models is a model that transforms a
source-language parse tree into a target-language string using stochastic operations at
each node, which capture linguistic differences such as word order and case marking
(Yamada & Knight, 2001)

2.4.2.2 Applications

Google translate is the most famous free and online application of statistical
machine translation (Google, 2012). Another online SMT is Bing which is developed
by Microsoft (Microsoft, 2012). A free statistical machine translation system toolkit
MOSES (Koehn et al., 2007) is also available on internet.

2.5 Hybrid Machine Translation

The aim of hybrid machine translation is combining the powers of two approaches
above either by using statistics to adjust the outputs of a rule-based translation or

using rules to guide corpus-based machine translation.

2.5.1 Applications

Systran is commercial machine translation software which supports 52 language
pairs (excluding Turkish). Systran started as a RBMT and then added SMT to the

19



system to achieve fluency and flexibility. They claim that the software can be trained
on existing corpora and glossaries can be integrated (Systran, 2011).

Another commercial software, Apptek (Apptek, 2012) supports 30 language pairs.
The hybrid machine translation approach is achieved by giving the statistical search
process full access to the information available in Lexical Functional Grammar;
lexical entries, grammatical rules, constituent structures and functional structures.
This is accomplished by treating the pieces of information as feature functions in the
Maximum Entropy (Sawaf, Gaskill, & Veronis, 2008).

Another study on hybrid machine translation is developed at University of
Alicante for Spanish-English language pair. The system consists of a phrase-based
statistical MT system whose phrase table was enriched with bilingual phrase pairs
matching transfer rules and dictionary entries from the Apertium rule-based MT
platform (Sanchez-Cartagena, Sanchez-Martinez, & Pérez-Ortiz, 2011).

2.6 Machine Translation of Closely Related Languages

Machine translation in grammatically similar languages is easier to achieve as
they show similar structural and semantic properties (Altintas & Cigekli, 2002;
Homola & Kubo”, 2008). Therefore, just applying morphological analysis and direct
translation of the resulting morphological structure can achieve good results. The
addition of the syntax and semantic analysis is used for enhancing the performance

of the translation system.

Haji¢, Hric & Kubon (2000) analysed the examples of two machine translation
applications, a transfer-based machine translation application that is developed
between Czech and Russian and a word-for-word machine translation system
between Czech and Slovak, and stated that machine translation can only be
successful between very close languages as it is a very hard task (Haji¢, Hric, &
Kubon, 2000).
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2.6.1 Machine Translation between Turkic Languages

Hamzaoglu (1993) was one of the first researchers on Machine Translation for
Turkish. In his study, a lexicon-based Turkish-Azerbaijani translator was built with

no syntax analysis as Turkish and Azerbaijani languages are very similar.

Another study on Turkic languages is a translation system between Turkish and
Crimean Tatar (Altintag, 2001). In this system, finite state machines were used for
translating grammar structures, pre-defined structures and words from one language
to the other. The outputs of the system are more than one possible sentence due to no
disambiguation. The main steps followed by the system are:

i.  Morphological analysis,
ii.  Morphological disambiguation,
ii.  Translation of pre-defined structures and idioms.
iv.  Translation of structures with more than one word and the words which the
translation of that word changes up to prior or following words,
v.  Match the word in the target language’s dictionary,
vi.  Morphological generation in target language.

The system was tested on translating some Turkish sentences to Tatar, the results

of translating one Turkish sentence to Tatar are given below.

Input : Turkish sentence

Aksam eve gelecegiz. (Tonight we will come home)

Output : Tatar sentence
agSam evge kelecekmiz (Tonight we will come home) (2 different analysis leading
to same translation)

agSam evge istigbalmlz (Tonight home our future)
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It is stated in the study that syntactical analysis at the source language would
enhance the performance of the system (Cicekli, 2005).

A more recent study on Turkic languages is a hybrid translation model, which
combines rule-based and statistical approaches using two level morphology, is
developed by Tantug (2007). The hybrid translation model is based on a modified
version of direct word-by-word translation model. Finite state methods with two
level morphology are also employed in addition to multi-word processing and
statistical methods for disambiguation (Tantug, 2007). A Turkmen to Turkish
translation system (Tantug, Adali, & Oflazer, 2009) was designed and implemented

for testing the hybrid translation model.

The steps followed by the hybrid translation model (Tantug, 2007) during

translation are:

i.  Tokenizer
ii.  Source Language Morphological Analyzer
iii.  Source Language Multi-word Processor
iv.  Morphological Feature Transfer
v.  Direct/ Lexicalized Root Word Transfer
vi.  Unified Statistical Language Model
vii.  Sentence Level Lexical Form Rules
viii.  Target Language Morphological Generator.

iX.  Sentence Level Surface Form Rules

It is stated in the model that, both lexical and morphological ambiguities at the
target language side (Turkish) are handled with the help of a unified statistical
language model as Turkmen is a resource poor language. A set of rules working on
the sentence level is also used to ease the drawback of direct transfer strategy. It is
also stated that addition of new languages is possible for translation from any Turkic
language to Turkish, but not in the opposite direction (from Turkish to other

language) as they use the Turkish corpus for disambiguation. An Uyghur to Turkish
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translation system (Orhun, Adali, & Tantug, 2011) is also developed using this
model (Tantug, 2007).

Another study is the DILMAC Project (Fatih University, 2013), which is started
by Turkmen and Turkish morphological analysers and a Turkmen-Turkish translator
(Shylov, 2008). DILMAC is also based on two-level morphological analysis. The
translation is performed word by word; hence it does not support multi-word
expressions. Twenty four languages are listed as available in DILMAC although the
lexicon size changes for different languages and also there are some problems with
the rule files of some languages. At the date of the citation (04.10.2013), the richest
lexicons are Uyghur, Japanese and Turkish with word counts respectively 37716,
19903 and 14906; however the word counts for languages Kirghiz and Kazan Tatar
are really low with 39 and 23 words respectively. Also no translation can be achieved
for Kirghiz as the rule file for Kirghiz is missing.

2.7 Machine Translation Evaluation

The evaluation of the machine translation results is achieved either by humans or
machines. Human evaluation is very time consuming and maintaining objectivity is

not always easy.

However machine evaluation is not also easy, as for evaluating a translation
algorithm we need an algorithm which can define what a good translation is. Thus,
the problem of machine translation evaluation is the same problem of translation.
Nevertheless there are some features which can be evaluated automatically (Zwarts,
2010).

There are various machine evaluation techniques available like F-Measure
(Turian, Shen, & Melamed, 1995), Sentence Level Evaluation (Kulesza & Shieber,
2004), Meteor (Lavie, Sagae, & Jayaraman, 2004) and String Accuracy Metrics
(Marrafa & Ribeiro, 2001); however the most known and widely used machine
translation evaluation metrics are BLEU (Papineni, Roukos, Ward, Zhu, & Heights,
2001) and an enhanced version of it, NIST (Doddington, 2002a). Although these
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techniques are mainly designed for evaluating statistical machine translation, they
suffice enough at least as a start for evaluation as they measure the fluency of the

translated text.

In this study, BLEU and NIST evaluation metrics are used for evaluating the
results of MT-Turk translation. Hence, brief information about these evaluation

metrics with formulas and parameters is given below.

2.7.1 BLEU(BIilingual Evaluation Understudy)

This metric is an IBM-developed metric and it defines the success of the
translation based on an n-gram comparison of translated sentences with reference

sentences.

It is the best known machine evaluation technique for machine translation and is
accepted to being correlating well with human judgment although it does not
measure the success of the algorithm instead how it scores against references. The
unigram comparison tends to satisfy adequacy whereas the longer n-gram
comparisons achieve the checking of the fluency of the produced sentence.

BLEU score is calculated using the equation 2.3 (Doddington, 2002b).

BLEU = exp {Z,’\l’zlwn log p, — max (Lref -1, 0)} (2.3)

Lsys

BLEU is the calculated by first calculating the geometric mean of the test corpus'
modified precision scores and then multiplying the result by an exponential brevity

penalty factor.
Modified n-gram precisions for each n-gram (unigram, bigram, etc.) are

calculated first. Then a weighted average of the logarithm of the modified precisions

is calculated. The weight w,, equals to 1/N where in the baseline N is 4.
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Modified n-gram precision score, p, is computed for any n using the equation 2.4:
all candidate n-gram counts and their corresponding maximum reference counts are
collected (Papineni et al., 2001). The candidate counts are clipped by their
corresponding reference maximum value, summed, and divided by the total number
of candidate n-grams. Countg, truncates each word’s count, if necessary, to not
exceed the largest count observed in any single reference for that word using the

equation 2.5.

> Count,,, (n—gram)

pn — Ce{Candidates} n—grameC (24)
> > Count(n—gram)
Ce{Candidates} n—grameC
Countgjip = min(Count;Max_Ref_Count) (2.5)

The final part is brevity penalty factor; it penalizes candidates shorter than their

reference translations using Ly..; and Lgys.

Lye¢ = the number of words in the reference translation that is closest in length to
the translation being scored.

Lgys = the number of words in the translation being scored.

Consequently, BLEU metric evaluates the likelihood of the candidate with regard
to one or more reference texts and outputs a number between 0 and 1, 1 being the

most similar.

2.7.2 NIST

This metric is developed by National Institute of Standards and Technology. It
can be seen as an upgrade to BLEU metric as it uses the same n-gram technique and
improves the BLEU metric by solving some problems of it. These improvements are:

25



e BLEU uses geometric mean of n-grams over N which makes the score
equally sensitive to proportional differences in co-occurrence for all N. This
can lead to the potential of counterproductive variance due to low co-
occurrences for the larger values of N. NIST uses an arithmetic average of N-

gram counts rather than a geometric average.

e BLEU treats all n-grams equally. Thus the n-grams with little information
have the same value as the information rich n-grams. The richness of the
information is in negative correlation with how often the n-gram occurs.
Whereas NIST consider the fact that those N-grams that are most likely to

(co-)occur would add less to the score than less likely N-grams.
e BLEU is not case insensitive whereas NIST is.

NIST score is calculated by the equation 2.6 (Doddington, 2002b).

% allwy..wn Info(wy...wp) L
— V'V that co—occur . 2 . Sys
NIST = Y- > st D exp {,6’ log [mln (_L_ref’ 1)]} (2.6)
in sys output

where

- B is chosen to make the brevity penalty factor = 0.5 when the # of words in

rds

the system output is 2/3 of the average # of words in the reference
translation,

- Nequals 5

- Zref is the average number of words in a reference translation, averaged over
all reference translations

- Lgys is the number of words in the translation being scored and

- Info(wl ... wn) is calculated by the equation 2.7.

2.7)

the # of occurences of wy... Wn—1)

Info(w; ... w,) = log, (

the # of occurences of wq...wp,
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Notice that, in addition to the calculation of the co-occurrence score with
information weighting, a change was also made to the brevity penalty. This change
was made to minimize the impact on the score of small variations in the length of a

translation.

It is stated by Doddington (2002b) that for human judgments of adequacy, the
NIST score correlates better than the BLEU score. For fluency judgments, however,
the NIST score correlates better than the BLEU score only in one of the corpora

which are used on tests (Chinese corpus) (Doddington, 2002b).
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CHAPTER THREE
MT-TURK INFRASTRUCTURE

The scope of this dissertation is the design and implementation of an
infrastructure for a translation system between Turkic dialects. The translation
system, MT-Turk, is a semi-supervised machine translation infrastructure for Turkic
languages and was developed in a rule-based manner. The rule-based approach was
selected for the reason that there are no parallel texts for Turkish and Kirghiz or
Turkish and Kazan Tatar to train a corpus based machine translation infrastructure.
Two subsets of rule-based approach, the interlingual machine translation approach
and transfer-based approach, were used in combination to form the multilingual
machine translation infrastructure developed in this study for the sake of achieving
extensibility and interoperability. The combined rule based approach is more
effective by uniting the advantages of both interlingual approach and transfer
approach. The analysis of the input text is done to form a semi-interlingual
representation and the transfer of this semi-interlingual form is performed using

transfer rules.

The stems are translated using the interlingual machine translation approach,
source language sentences are analyzed and each word or multi-word group is
converted to a language-neutral representation of the concept they identify, common
to more than one language (Drozdek, 1989) and no bilingual transfer dictionaries are
required. Hence, the most crucial and problematic resource of the translation system,
the lexicon, can be enhanced easily. On the contrary, the suffix transfers and word
order changes are achieved using transfer based machine translation approach.

Extensibility of the system is achieved by the semi-interlingual representation as
there is no need for language specific analyzers and generators. Disambiguation and
forming a fully language independent canonical representation of meaning in the
sentence (pure interlingua) is very difficult for Turkic dialects as a result of their

under resourced property (lack of a large corpus) and not very necessary as Turkic

28



dialects are closely related, word order is almost the same and semantics are similar.
Hence, the language specific rules are used by the transfer phase to control and
ensure the validity of the word group and suffix order in addition to proper suffix
selection. The main architecture of the translation system is shown in Figure 3.1.

SOURCE TEXT

"
Sentence Separator

2 5

Multiword Expression Preprocessor

Morphological Analyzer

-Sentence Boundary Rules
-Morpheme Order Rules
-Phonelogical Rules

Inte‘r(ingua
-

: fransfer
Transfer (Stem & Suffixes)

—
5 2

Morpheme Order Check & Reorder

|
.

Generate

TARGET TEXT

Figure 3.1 MT-Turk architecture

3.1 The Software Technologies Used for MT-Turk

The software which was developed in the scope of this dissertation, MT-Turk, is
an ASP.NET web application and is implemented using Microsoft .NET Visual
Studio 2010 (.NET Framework 4.0) environment with C# programming language.

The application is consisted of a Phonology library and MT-Turk web application.
Phonology library has maintainability index 80, depth of inheritance 3 and 725 lines
of code whereas MT-Turk has maintainability index 73, depth of inheritance 5 and
1812 lines of code.

The main data used by the application, lexicon and the suffixes, were stored in
MS SQL Database Server whereas the rules were stored as text files or XML files.

The structures of the lexicon, suffixes and rules are given in detail below.
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3.2 Knowledge Base

There are three types of rule lists which are required by the system: sentence
boundary rules, morpheme order rules and phonological rules. Besides, transfer rules
for suffixes are also a requirement and are hold as a table in CONCEPTSET
database.

3.2.1 Sentence Boundary Rules

The Sentence Boundary Rules, which are designed and implemented by (Aktas &
Cebi, 2010; Aktas, 2006), are stored in an XML file and used by the Sentence
Seperator component. A sample sentence boundary rule stating that a sentence
boundary is matched when there is a punctuation mark between a lower letter and an

upper letter is defined as:

<rule EOS="True">L.U</rule>

Note that, “L” is used for identifying lower letters, “U” for upper letters and “.” is
used for punctuation marks which can either be “.”, “...”, “I” or “?”. The details on
the format of the sentence boundary rules can be found in (Aktas & Cebi, 2010;
Aktas, 20006).

3.2.2 Morpheme Order Rules

Morpheme order rules are designed and implemented by (Birant, Aktas, & Cebi,
2010). The validity of the morpheme order is checked and achieved by using three
rule files: “morpheme ordering rules”, “must rules” and “not rules”. All of the
Morpheme Order Rules are stored in text format in separate files (Birant, 2008).
“Morpheme ordering rules” file lists all the possible morpheme sequences that can
result in a valid word. A sample morpheme ordering for verbs is defined with the

rule:
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Rule: E,TBEE\,DUEC,DUEOIz,Ytu,K,YS-y,DUEK

where;
e E : Verb
e TBEE : Derivation suffixes deriving verbs from verbs
o \ : Special symbol stating that the suffix group can be reiterated

e DuUEC - Voice
e DUEOIz : Negation

e Ytu : Subordination

e K : Copula

e YS-y : Buffer sound

e DuUEK : Personal endings

“Must rules” are used to define constraints that must be achieved, more
specifically when there is a suffix that must be preceded by another. For example,
when used with the verbs, copula must be used only after time suffixes. This

constraint on the relation of copula and the time suffixes is defined with the rule:

Rule: E,K,DUEZ
where;
e E : Verb
e K : Copula
e DuEZ : Tense suffixes

“Not rules” specify the tag sequences that must be avoided, i.e. the suffixes that
cannot occur in the same word. For example, case suffixes cannot be followed by
number suffixes. This constraint on the relation of case and number suffixes is

defined with the rule:

Rule: DuADur,DuASay
where;
e DuADur :Nominal Case

e DuASay : Nominal Number
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3.2.3 Phonological Rules

The phonological rules were designed and implemented in the scope of this study,
in collaboration with the Natural Language Processing Research Group (DEU CSE,
2004), with the aim of modelling the assimilation and harmony rules in Turkic

dialects.

The rules are used for the analysis, alternation and the generation purposes. For
the purposes of language independency, the required phonological information, the

morphophonemics is supplied to the system as an XML file.

The XML file holds three parts: alphabet, substitutions and rules. The alphabet of
the language is stored in the phonological XML file along with the type information

(consonant, vowel).

Substitutions and rules are stored in the same format. Each consists of four

properties: id, name, valid and force_match and two parts: match and action.

Parts:
e Match defines the pattern to be matched to apply the rule.
e Action defines what action to take if the rule is to be applied. Action part is

especially used during the alternation process.

Properties:

e Id is a unique number identifying the rule.

e Name is used to hold a representative name for the rule.

e Valid is used to identify what the rule checks: validity or invalidity.

e [Force_match is set to true for the kind of rules that the match part is required
to be matched or the rule rejects the morpheme sequence. The rules with this
property should be applied after other rules. A typical example to this kind of

rules is vowel harmony rules.
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The substitutions are used for character substitutions in suffix representations like
A - ale, whereas the rules are used for constraint checking. A sample rule for Final

Devoicing is shown in Figure 3.2. A complete list of rules is given in Appendix A.

<rule index ="2" valid="True" force_match="False">
<match>
<stem>
<pattern loc="last" type="char">
<lex>p[¢|tlk</lex>
<surf>bjc|d|g|g</surf>
</pattern>
</stem>
<suffix>
<pattern loc="first" type="char">
<lex>vowel</lex>
<surf>vowel</surf>
</pattern>
</suffix>
</match>
<action>
<stem>
<pattern loc="last" type="char">
<pair index="0">
<lex>p</lex>
<surf>b</surf>
</pair>
<pair index="1">
<lex>¢</lex>
<surf>c</surf>
</pair>
<pair index="2">
<lex>t</lex>
<surf>d</surf>
</pair>
<pair index="3">
<lex>k</lex>
<surf>g</surf>
</pair>
<pair index="4">
<lex>nk</lex>
<surf>ng</surf>
</pair>
</pattern>
</stem>
<[action>
<[rule>

Figure 3.2 The rule for Turkish final devoicing

33



3.3 Translation Components

The components of MT-Turk translation, five software modules and the
interlingua, are illustrated in Figure 3.1. Each module and the interlingua is described

in detail below.

3.3.1 Sentence Separator

The sentence separator is the initial module of the analysis. In this module, a rule-
based sentence boundary detection algorithm developed by (Aktas & Cebi, 2010;
Aktas, 2006) is used. The sentence boundary definition rules and abbreviation lists
that are used by the algorithm were defined in collaboration with the linguists and
tested on large amounts of data. The average success rate of the algorithm was
reported as 99.78% (Aktas & Cebi, 2010; Aktas, 2006).

The text to be translated is analyzed and separated into sentences by the sentence
separator and each resulting sentence is sent to multi-word expression preprocessor

for further analysis.

3.3.2 Multi-Word Expression Preprocessor

Each multi-word expression type needs special attention and different strategy.
The first two types of MWEs, fixed and semi-fixed expressions, are the ones that will
be matched from the lexicon. The existing Turkish lexicon holds multi-word
expressions of these kinds as stems, because they represent a different meaning from
the independent meanings of its component words’ meanings. Hence, the
morphological analyser developed by (Birant et al., 2010) is enhanced so that the
multi-word expressions in the database is combined to form a single word with a

word boundary symbol “#” in between.
The input text is analysed by the multi-word expression preprocessor prior to the

morphological analysis. The possible multi-word list is gathered from the lexicon

and the input text is searched for the existence of these multi-words. If they exist,
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input text is updated by combining these multi-words in a word with the boundary

symbol “#” in between.

The multi-word groups of the third type, syntactically-flexible expressions, are
handled by specific morphophonemic rules. These multi-word groups should be
defined by linguists, matched and translated as a group structure by the system. The
XML file which contains phonological information for the language should contain

these rules for forming the multi-word groups of non-lexicalized collocations.

The rules are specified with a special tag <mwrule> (Multi-Word Rule). Each rule
should specify the group name, the lexical form and the surface form of the match
structure. The match structure can define structures to be matched in more than one
adjacent word with different suffixes to be matched in each word. Some special
abbreviations are used: W is for a word followed by the index (order) number of the

word and # for identifying word boundary.

An example rule is shown in Figure 3.3. The rule specifies a multi-word group
construction (“ir_mez”, as in “gelir gelmez: as soon as he comes”). The name of the
group is “ir_mez”. The lexical form specifies that first word must have the suffix
“YtuUl - Ir” followed by the word boundary and the second word must have the
suffix “YtuU2 - mAz”. The surface form of this group is formed by enclosing the

two matched words with a group tag.

<Mwrule>
<Group> ir_mez </Group>
<Lex> W1<YtuU1>Ir</YtuU1>#W2<YtuU2>mAz</YtuU2></Lex>
<Surf> <Group name= “ir_mez”">W1#W2 </Group> </Surf>
</Mwrule>

Figure 3.3 Sample multi-word rule

During the multi-word pre-process, the input string is analysed and all the multi-
word rules are checked to see if the lexical structure of the rule is matched. If the rule
Is matched, it is applied by transforming the matched structure to form the surface
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structure. A sample interlingua that is formed by the application of the multi-word

rule above is shown in Figure 3.4.

<Group name= “ir_mez">
<Word>
<ValueOfWord> gel ir</ ValueOfWord >
<Root Index="2545">
<Value> gel </Value>
<Suffixes>
<SuffixCombination Index="0">
<YtuU1>ir</YtuU1>
</SuffixCombination>
</Suffixes>
</Word>
<Word>
<ValueOfWord> gelmez </ ValueOfWord >
<Root Index="2545">
<Value> gel </Value>
<Suffixes>
<SuffixCombination Index="0">

<YtuU2>mez</YtuU2>
</SuffixCombination>
</Suffixes>
</Word>
</Group>

Figure 3.4 Sample group interlingua

The multi-word groups of the forth type, institutionalized phrases, are proper
names. Person names, which is a sub-group of the proper names, are stored at the
database which is taken from Turkish Linguistic Association (TDK)’s Person Names
Dictionary (TDK, 2009).

As it is impossible to obtain and store all proper names, the multi-word analyser

also analyses the sentences up to the cases of the first letters of words. It marks:

e a group of words as a candidate for proper name if the first letters of

adjacent words are capital,
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e any single word in the middle or at the end of the sentence with a capital

first letter as a candidate for proper name.

Note that the second marking process analyses only words in the middle or at the
end of the sentence. Even though the first word of the sentence can also be a proper
name, it cannot be marked by the case of the first character as it is always capital, it

should be marked by the help of the dictionary or the users’ input.

Apart from these multi-word expression groups, some of the suffixes may also
form an extra word during conjugation. Turkish has only one example of these
suffixes, which is the question suffix “ml”, whereas Kirghiz has several. An example
to these suffixes is one of the forms of continuous tense in Kirghiz, “-a cata(t)”
(Cengel, 2005). The conjugation results in two words when a verb is conjugated with
this suffix. For example, the word “gidiyor (is going)” in Turkish is formed with two

words “bara catat” in Kirghiz.

These multi-word constructions are achieved with auxiliary verbs, some special
words or negation words which are located in second part of the suffixes. However in
Kirghiz, these auxiliary verbs may also be used individually. Some examples of
auxiliary verbs are: cat-, clr-, tur- and otur-, special words are: bolso, kerek and bar
and negation words are: elek, cok and emes. These suffixes are handled in a similar
manner to multi-words. The suffix is represented as “-a#catat” and the multi-word
preprocessor also searches for these suffixes, matches and combines them into a

word.

3.3.3 Morphological Analyser

The morphological analysis of the source text is the last step of the analysis phase.
The analysis is performed by a slightly improved version of the morphological
analyser developed by Birant (2008).

In the original analyser the root list is used during the analysis, whereas for

translation purposes stem list is more appropriate; moreover, the analyser should be
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able to work for different source languages. Thus, the original morphological
analyser is enhanced with the ability to use the stem list and also with the ability to

choose different language databases and rule lists on request.

Furthermore the text is analysed in a word by word manner in the original
analyser, so multi-word expressions are not supported. Therefore, the original
analyser is also enhanced to be able to analyse multi-word expressions by the multi-

word expression pre-processor.

3.3.4 The Interlingua

In MT-Turk, a modified interlingua approach is used because of the output of the
morphological analyser. The output of the original morphological analyser is a list of
all possible root-suffix combinations in XML format and is language dependent; i.e.
it contains the value of the root and the suffixes in the source language. This
structure forms an XML output that is easy to read and interpret also by the human

eye.

However, the interlingua must be language independent so as to be used during
translation between any two languages in the system. The language independency is
achieved by a small addition to the root information (concept id) in the output of the
morphological analyser. The concept id is hold at in the Index attribute of the Root
tag and the morphological analyser must be called with a specific parameter to return
the output in this format. The use of the concept id achieves language independency
in stems as it is common to all the languages. Suffix tags are also common between
languages but some of the suffix tags may not exist in all languages which require a

transfer mechanism for the suffix tags during translation.

Subsequently, although the roots are language independent, the tags are still in the
source language and also the values of the roots and suffixes are still present.
Therefore the output is semi-language specific. In other words, the interlingua has
the language specific output of the analyser with the language independent concept

id information of the roots added.
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The main intention behind keeping the original design with a small addition is to
maintain high readability of the XML output in addition to maintain interoperability
between the morphological analyser and previously developed tools for Turkish.
High readability of the XML output is very useful especially during language
resources development process. A sample interlingua is given in Figure 3.5.

<Word>
<ValueOfWord> evde </ ValueOfWord >
<Root Index="25313">
<Value> ev</Value>
<Suffixes>
<SuffixCombination Index="0">
<DuADurBul>de</DuADurBul>
</SuffixCombination>
</Suffixes>
</Word>

Figure 3.5 Interlingua sample

3.3.5 Transfer

As a result of a semi-language specific interlingua, the output of the analyser
needs an additional transfer process before it can be generated in the destination
language. The stem from the source language should be replaced by the
corresponding stem in the destination language and the required transformations for
the suffixes must be achieved. The transfer for stems is achieved with Algorithm 1.

Algorithm 1. Stem transfer algorithm

1: get the concept id of the stem

2: search for an entity with that concept id in the target language’s stem table.

3: if the entry is found then

4: substitute the old representation with the found one

5. else

6 search the concept cover relation for parents of the concept id and search for

the parent concept id in the target stem table

7: substitute the old representation with the representation of the parent concept
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For example; translating the word *“yay- summer” from Azerbaijani to Turkish is

done by following the steps below:

Get the concept id of “yay” - 3

Search stem with concept id 3 in target database (TR: Turkish) - concept
id 3 is not found

Search for the parent of the concept = parent of the concept 3 is concept 1

Search parent concept in target database (TR) = “yaz”-noun

The databases and tables with entries that are used in this example are illustrated
in Section 3.5 Database Model.

The transfer for suffixes is achieved in two levels, the correspondence of the

suffixes and the reordering of the suffixes. The correspondence of the suffixes is

achieved with Algorithm 2.

Algorithm 2. Suffix transfer algorithm

=

get the suffix combination to be translated

for each suffix combination s in the CONCEPTSET tag relation

check and replace the combination s in the input suffix combination

2
3
4: for each suffix in the suffix combination
5

check and replace the suffix with the corresponding suffixes in the
CONCEPTSET tag relation

For example; translating the suffixes of the word “bastaganmin - | had begun”

from Kirghiz to Turkish is done by following the steps below:

Get the suffix combination of “basgtaganmin” - ganmin
DUEZG2+DUEKGr2T1

Check for suffix combinations to be replaced - no matching combination
for DUEZG2+DuEKGr1

Find correspondences for the existing suffixes> replace DUEZG2 with
DUEZGM (past tense “mls”) + KDi (copula “DI”)

The new form of the suffix combination is DUEZGM+KDi+DuEKGr2T1
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The morpheme reordering is also achieved by the transfer component. Firstly, all
the coalescence consonants are removed from the analyse output. Then, this form is
checked through the morpheme ordering rules in the destination language. If it is not
matched, the morpheme sequence is reordered in a combinational manner and all

combinations are checked through the morpheme ordering rules.

Some suffixes have identical suffixes which are chosen or eliminated by the order
rules. Person suffixes can be given as an example to these suffixes which has four
different groups in Turkish. DUEKGr1T1 and DUEKGr2T1 are both first singular
person suffixes, but used with different tense suffixes. The suffixes of this type must
be defined as identical suffixes and also the tag part which discriminates the groups
should be defined. The “Grl” or “Gr2” parts, relatively, are the parts which
discriminates the two identical suffixes.

If the morpheme order is not valid and if the morpheme sequence contains a suffix
with identical suffixes, the suffix is replaced with the identical suffixes and the order
check is renewed. The morpheme sequences with a valid order are then sent to the
generator.

In this phase, parallel processing is also used for speeding up the translation. The
processes of morpheme reordering and checking the validity of the new order are

executed in parallel.

3.3.6 Generation

The generation is achieved by the phonology library which takes the stems and
morpheme sequences and combines them in a word matching the language specific
phonological constraints. The algorithm of the generation is given in Algorithm 3.
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Algorithm 3. Generation algorithm

1. find all possible representations of the morphemes

2: for each possible morpheme sequence

3: analyze the morpheme sequence through the phonology constraints (As
defined in Phonological Rules and Phonology Library subsection above)

s

add coalescence consonants where necessary

o

combine different analyze results that result in the same representation in the

destination language into one

One word can have more than one possible translation; therefore, translation of a
sentence can result in multiple sentences. In MT-Turk, all possible translations are
listed instead of choosing one with disambiguation techniques as some ambiguities
cannot be resolved at sentence level. Also most of the disambiguation studies require
a corpus, which reveals a problem with languages with low resources like Kirghiz.
These ambiguous sentence formations are hard to read and evaluate, thus the MT-
Turk online translator is designed to put just ambiguous words in a dropdown box
and display the unambiguous ones as normal text. Furthermore, if the translation is
unsuccessful at the analysis level, the original word is displayed with a dark blue
background whereas if the translation is unsuccessful at the generation level the

original word is displayed with a red background outlining the problem.

A suggestion system is also integrated in the system to assist in resolving
ambiguities. The system collects suggestions from the user and stores with context
information, in other words the sentence it was used in. Therefore during a new
translation; when there is an ambiguity in a word that was suggested before, the
suggestions are shown to the user at the top of the ambiguous words drop down list

in an descending order of total suggestion counts.

3.4 Software Modules

MT-Turk consists of five main software modules: translator, lexicon, suffix
manager, multiword manager and rule processors; and it works for two types of

users: anonymous user and administrative user. Each user has different access levels.
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In the reminder of this subsection the software modules will be described with
screenshots in groups of the user types.

3.4.1 Anonymous User

Anonymous user is the default user. If the user does not login, it is considered as
an anonymous user and (s)he can only use translator module, however (s)he cannot

do any suggestions.

The screenshot of the translation software module is given in Figure 3.6. The
anonymous user can select the source language and the target language or swap the
languages using the button in the middle of the two language dropdown boxes. The
“Interlingua” checkbox can be used to see the interlingua after translation. The “Test
output” checkbox can be used to indicate that output must be given in SGML
(Standard Generalized Markup Language) format which is a standard markup
language SGML, defined by ISO 8879:1986 (ISUG (International SGML/XML
Users’ Group), 2010), for supplying evaluation input to mteval-vi3a (NIST (National
Institute Of Standards And Technology), 2010) evaluation program.

MT-Turk [ Login]

MainPage  MT-Turk  About

Source Lanzse | Turash || varsst Lanmuzss |kirghiz || Test output ¥ Interlinguz

Interlinga

Figure 3.6 Anonymous user translation module screenshot
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3.4.2 Administrative User

The administrative user is the main user of the system and has access to all

modules with full administrative rights.

3.4.2.1 User Login

The administrative user must log in to be able to access the modules. The

screenshot of the login screen is given in Figure 3.7.

MT-Turk [Login]

Main Page  MT-Turk  About

LoGin
If you don't have an account Register
Account Information

User name:
Paszword
Remember me

Figure 3.7 Login screenshot

3.4.2.2 Translator

The translator module is the same as the one anonymous user has access to with
additional suggestion sending capability. The administrative user can select the
correct translation outputs from ambiguous output dropdown boxes and send

suggestions.
The system collects suggestions from the user, stores them in the system and
shows suggestions, marked by a *, when there is a disambiguation of the word that is

used in that suggestion. A sample translation result is given in Figure 3.8.

By means of listing the ambiguities that could not be resolved, the user is given

the ability to select and edit translation output. The ambiguous words in the
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translation output are shown in a dropdown box and the unambiguous ones are

shown as normal text to achieve a simple and efficient view of the output.

Welcome emel! [ Sign Cut |

Source Language Kirghiz El Target Language | Turkish El Test Qutput ¥ Irterlingua

Source Text

Kis. Szrita kar casp catta. Al kind boyu casagan isterin bir siyra kfz aldindan Gtkirlp cikti. Erten menen abali cor bir cigitti alip
keldi ele, darco operstsiya casaldi. Emi mintip narkozdun taasiri menen memirep uktap catat. sigln andreydin da sbali tizik. sakayip
kaldi. ©n bes kiin surda Spkdsi irindep ketip kelpen. Usulardy oyloy sirtka cBnddi.

Translate
Translation # pdvanced O Only Text

[ - - -
Wi =] Disarida | ear | yaiyordu . O giin bu:.ru| Ceviri yaparken Gelismis modda olmalisiniz, m . »
Sabahleyin | durumu® |+ | adir bir | delikanliy® EI El.ameliyart yapildr® . Simdi | ylece® H na.rhuzun' ile
bayglnl uyuyup® EI yatar® |- | . Bugiin Andreydin :Ia|durumu‘ - | ivi® EI lyilesti™ :l On bes | gon® :Iﬁnce cigeri= :I

iltihaplanmisti® EI . | Bunlan® | » | diglinersi” EI diganya® | » | yneldi EI

Interlingua

<Files<ss

<elords
eValuetfeordskis<ValueOfsord>
<Root Index="78" isName="A">
<valuexkas</valuex</Root>

[m] »

</iordz
delords S
eValuelfords . </ ValueOfhords<, Word>

i 4
Statistics
Start 18/8/2813 1:82:32 &M
Finish 18/8/2813 1:82:40 AM
Elapsed Time in Analysis : & minutes 2 seconds 278 miliseconds
Time Elapsed in Generstion : & minutes 14 seconds 155 milizeconds

2

Figure 3.8 Translator module output screenshot

3.4.2.3 Lexicon

Lexicon manager is consisted of two sub-modules: bulk lexicon uploader and
lexicon manager. Bulk lexicon uploader gets bilingual lexicon data as an Excel file
with two columns in addition to source and target languages through dropdown
boxes and stores the data in the lexicon. Bulk lexicon uploader is required for large
data entry as manually digitizing a lexicon requires too much time and effort. Still it
should be noted that, when there are two languages in the system bulk loading will
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be less efficient than manual entry as it connects the new stems with only one

language. The bulk lexicon loader screenshot is given in Figure 3.9.

MT-Turk Welcome emel! [ Sign Out ]

Main Page MT-Turk Lexicon Suffies Rules Programs About
You can do bulk lead from an Excel file

Source Language | Turkish E'

File No file chosen

Target Language | Turkish [

Load

Figure 3.9 Bulk lexicon uploader

In the lexicon manager, on the other hand, the current stem list of the lexicon is
displayed. A stem starting with a string can be searched by the user in addition to
editing existing stems and adding a new stem from scratch. The screenshot of lexicon
manager for a sample search is given in Figure 3.10.

MT-Turk Welcome emel! [ Sign Out |

Main Page MT-Turk Lexicon Suffixes Rules Programs About

Turkish

Stem ey

[CD [StemiD| Stem |

25313[2

25
1

Add Stem

Figure 3.10 Lexicon manager screenshot
The stem information should include corresponding stems in all the languages

defined in the system; however, it is not compulsory. The screenshot of the lexicon
stem editor for a sample entry is given in Figure 3.11.
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Stem synonyms
Lexicon Search daire - m
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G s
[ &
- 8]
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Farm
-
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[Kazan Tatar
Form
-
Clear
Update | | Cancel

Figure 3.11 Stem editor screenshot

3.4.2.4 Suffix Manager

The current suffix list is displayed by the suffix manager. Existing suffixes can be
edited by the user and also new suffixes ca be added to the system using suffix
manager. The screenshot of the suffix manager is given in Figure 3.12.
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Main Fage MT-Turk Lexicon Suffices Rules Programs About

Turkizh = [List Absentees |
SuffisID General Form Tag Mame ‘GroupMame |
L l4r DuASsyC |adlarz eklenen codul eki it|Delete)
2 =] DuASay®  [Tekil adlar Deletel
3 (T DusUyETL |L Tekil kisi ivelik eki Delsts]
a3 (Tin CutUyKTZ |2 Tekil kisi iyelik eld Delete]
5 JsIL/{s)n DusUyKT3 |3 Tekil kisi iyelik eki Deletel
6 (Timlz DuAUyKCL  |L Codul kisi velik ki Diclste)
7 Dnlz CuAUyKCZ |2 Cogul kisi ivelik eki Deletel
o) 14 1A DuAUVKCE |3 Codul kisi ivelik eki Deletel
El =] DuADurYzl [¥ahin durur {Ozne Durumu) CusDur  |Edit|Delete
10 i/ il DuADurBel |Befitme durumu DuADur  (Edit|Delete|
L1 [y nA DuADurtYon [Yéneime durumu CusDur  |Edit|Delete
12 DA DuADurBul  |Bulunma durumu DusDur  |Edit|Delete
L3 DAn DusDurlik  [Cikma durumu DuADur  [Edit|Delete)
14 [In/Im/DAR DusDurTarm DuADur  (Edit|Delete)
L5 (=8 DuEZGD DuEZ Edit|Delete
L6 rls DuEZGM DuEE Edit|Delsts|
17 (A7 Ir DuEZGen DuEZ Edit|Delzte)
18 Do C'u EZSim DuEZ Edit|Delete|
k] Ak DuEZGel Gelecek Zaman DuEZ Edit[Deletel
25 al DuEKipSa  |Dilek kipi DuEKip  |Edit|Delete
26 A DuEKipA  [istek Kipi DuEKip  |Edit|Delete
27 AL DuEKiphdzii |Gerekdilik Kipi Kipfik CuEKip  |Edit|Delete
28 =] DuEKipErnir |Ermir Kipi Kipfik DuEkip  |Edit|Delete
) (=] DuECEt Etken Cati [Catl DuEC Edit[Deletel
30 I/ Tyn DuECEdil Edilgen DuEC Edit|Delets
31 [/ {Tn DuECDonus |DEnishi Cat DuEC Edit|Delete
32 (Tis DuEClstes  [istes Cati DuEC Edit|Delets
33 (A Tr/[A Ta/(A Drt/DIr  [DuECEtir Ettirgen Cati [Cati DuEC Edit[Celets]
34 mA DuECiz Clumsuzluk Clumsuziuk DuECE=  [Edit|Delete|
35 (T DuEKGrITL |L Tekil Kigi Kigi 1 Grup DUEKGrL |Edit|Delete
26 o DuEKGrIT2 |2 Tekil Kigi Kizi L Grup DuEKGrl |Edit|Delete
37 (5] DuEKGrIT2 |2 Tekil Kigi Kigi L Grup DuUEKGrL |Edit|Delete
e k CuEKGrICL L Cogul Kig Kigi L Grup DuEKGrL |Edit|Delete
33 nlz DUEKGr1C2? |2 Cogul Kis Kigi L Grup DUEKGrL |Edit|Delets
(0 l4r DuEKGrIC3 3. Cogul K Kigi 1 Grup DUEKGrL |Edit|Delete
HL fIrn DuEKGraTL L Tekil Kigi Kigi 2. Grup DuEKGr2 |Edit|Delete
Bz =In DuEKGrIT2 |F Tekil Kigi Kigi 2 Grup DUEKGr2 |Edit|Delete
(@3 =] DuEKGr2T3 3. Tekil Kigi isi 2 Grup DuEKGr2 |Edit|Delete
ind EZ CuEKGr2C1 |1 Cogul Kis Grup DUEKGr2 |Edit|Delete
(45 =Inlz DuEKGr2C2 |2 Cogul K 2 Grup DUEKGr2 |Edit|Delete
HE LAr CuEKGr2C3 |3 Cogul Kig 2 Grup DuEKGr2 |Edit|Delete
BT fIm DuEKGr3TL |L Tekil Kigi 3 Grup DUEKGr3 |Edit|Delets
(e =In DuEKGraT2 |2 Tekil Kigi i5i 3. Grup DUEKGr3 |Edit|Delete
He =] DuEKGr3T3 |2 Tekil Kigi i3 Grup DuEKGr2 |Edit|Delete
50 I DuEKGraCl L Cogul ki 3 Grup DuUEKGr2 |Edit|Delete
tL slnlz CuEKGraC2 |2 Cogul Kig Kigi 3. Grup DuEKGr? |Edit|Delete
52 lAr DuEKGr3C3 |3 Cogul Kis Kigi 3. Grup DUEKGr3 |Edit|Delets
54 |® DuEKEmMirm2 |2 Tekil Kigi {Ermnir) Kigi 4. Grup CUEKGr |Edit|Delete
55 EII" CuEKEmirT2 |3, Tekil Kigi {Ernir) Kigi 4. Grup DuEKGrd |Edit|Delete
57 n/Inlz DuEKEmirC2 i Kigi 4 Grup DUEKGrd |Edit|Delets
SE |{;Ir"|.¢-.l DuEKEmirC3 3. Cogul Kisi Kigi 4. Grup DuEKGr |Edit|Delete

Figure 3.12 Suffix manager screenshot
The suffix information should include corresponding suffix or suffixes in all the

languages defined in the system; however, it is not compulsory. A screenshot of a

sample editing information for the suffix “Past tense MIS” is given in Figure 3.13.

48



MT-Turk

Welcome emel! [ Sign Out |

Main Page MT-Turk Lexicon Suffies Rules

Programs About

Zzman El Alternations

DuEZGM m3 it
mis

mls Altemate = mus

mis

8
w ordening rules, the discriminating part must be given.For example Turkish person suffiees has 4
g suffoe the suffix tag contains a discriminating part which is Gl for DUEKGILTL

groups and the grou,
The discriminating part of the suffic

\Kirghiz
T2g rEI'\UEIZGM NI [DuADurBel] E|
(liptir

|Kazan Tatar

- DuEZGM

nl/n [DuADurBel]
&= e [=]

Ginecelle | | Cancel

Figure 3.13 Suffix editing screenshot for suffix "past tense MIS"

3.4.2.5 Multi-Word Manager

Multi-word expressions of the third form Non-Lexicalized Collocations is

managed using multi-word manager interface. The screenshot of the Turkish multi-
word manager is shown in Figure 3.14.

Ligi

Welcome emeld! [ Sign Out |

Main Page MT-Turk Lexicon Suffices
runis[<] (oad)

Groupld Name Lex Surf Adjacent] |
i mez|Wl<YwURL>#WI<YwlRZ> _ |< </Gra ¥ Edit Delete

Jgan _[W1<DuaUyKT3> <¥uOrDik>#W2[<Group Name="gan">WL\ 7

Add Group

Figure 3.14 Multi-word manager screenshot

3.4.2.6 Rule Uploaders
One of the operations that are not available online is morpheme order rule editing

as the system requires the rule file to be uploaded as a file using the interface shown

in Figure 3.15. Instead of an online editing of rules, morpheme order rule editing
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windows application can be downloaded using the programs tab and the constructed
rule file can be uploaded to the system for analysis and approval. The windows
application, which is shown in Figure 3.16, enables flexibility and speed on editing
the rules.

MT-Turk Welcome emel! [ Sion Out ]

Main Page MT-Tuk Lexicon = Suffies  Rules  Progams  About

You can upload rule files to be added to the system. The uplcaded rule file will be analyzed and loaded to the system if it is appropriate.
Ghoose File| Mo file chosen

Figure 3.15 Morpheme rule upload interface

a5l Morpheme Order Rule Manag

Open Save
Rule File D:\Dropbaxakademik \driupdated \M T-Turk \CevirTurk Master SufficManager'y D File Name
_ _ Save Changes
[ Detailed [ Bpen ] @ Rule File @) Detailed File
[A | [TeAE ] [Teee | = [DuECiz | DuEZ [DuSons | [k | [ys+ ] e =
: ] Reiterate ] Retterate Reiterate ] Reiterate [ Retterate &Egp ] Reiterate [ Retterate [] Reiterate |
il |DEEE BDEEE DEEEH DEEHE BEHEHE gages DEHEH DELHE BEEE =
l
I p@E
o -
(A | [TBSE_ ] [TBEE | [ouec | [DuEDE | DuEZ [DuSers | [ | [ysy | o
[7] Reiterate [7] Reterate Reiteraste [7] Reiterate [7] Reterate &E%p [7] Reiterate [7] Reterate [] Reiterate L
| |DEEE DBEUE DEHE DEEHE BDEUE g PECH DEHE BEEE
| pE
@ o
(E | [Teee | [oueCc | [DuEDz | DuEZ [DuSor | [K | [rsy | [DuEk |
[7] Reiterate Retterate [] Reterste [7] Reiterate %Eﬁp [] Reiterste [ Reiterate [7] Retterate [] Reiterste
f DEdE DEWE DEWE DEUY gruww OD8EY DEEE DEUE BEEE
B E L
“ m r
L .

Figure 3.16 Morpheme rule editing windows application

3.5 Database Model

As the main aim of this study is to achieve an extensible system which has no
pivot language, each language in the system has its own database. Each database
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consists of tables holding roots, stems, suffixes and their alternations. The
alternations for each root, stem and suffix are generated by the phonology library and

the used by the analyser.

Currently, there are three languages defined in the system, thus three databases for
languages; Turkish, Kirghiz and Kazan Tatar are created. Since the database for
Turkish was designed prior to system development (Aktas & Cebi, 2010; Birant et
al., 2010), it is taken as is and databases of other languages are designed depending

on this model.

Although separate databases are used, a connection between the databases has to
be provided to achieve transfer from one language to another, and it must be realized
in two levels: stems and suffixes. This is achieved by a separate database named
CONCEPTSET.

The tables in the language databases are:
e Kok : holds the list of roots.
e KokTip : holds part of speech information of the roots.
e KokSanal : holds alternation information of the roots.
e Govde : holds the list of stems.
e GovdeTip : holds part of speech information of the stems.
e GovdeSanal : holds alternation information of the stems.
e Tip : holds part of speech list.
e Ek: holds the list of suffixes in lexical form.
e Ekler : holds all possible alternations of suffixes (surface forms).
e EKGrup : holds the group information for the suffixes (for use in

morphological analysis)

The entity relationship (ER) diagram of language databases is illustrated in Figure
3.17.
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Figure 3.17 ER diagram of language databases

The tables in the CONCEPTSET database are:

e Languages

e Concepts

e ConceptCoverRel
e TagSubstituteRel

e User

e Suggestion

The ER Diagram of CONCEPTSET database is illustrated in Figure 3.18.
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Figure 3.18 ER diagram of CONCEPTSET database

3.5.1 The Table “Languages”

“Languages” table holds the list of available languages in the system with
database names. These entries are used for gathering the list of available languages
and also the database connection strings are constructed automatically with these
values. Therefore, the database connection to the new database can be achieved by a
tuple entry to this table with no extra settings or processing required. The current
table is shown in Table 3.1.

Table 3.1 Languages database table

Language DBName
Tarkiye Turkgesi tdkgov_yeni
Kirgiz Turkcesi tdkgov_yeni_kr

Tatar (Kazan) Turkgesi tdkgov_yeni_tk
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3.5.2 The Table “Concepts”

The “Concepts” table holds the list of concepts including the information on
which language the concept is introduced by. Thus, the connection between the
languages is achieved by the “Concepts” table. A sample view of the table is shown

in Figure 3.19.

Turkish Database Kirghiz Database Azerbaijani Database

word | Tvpe Concept 1d “ord | Type | Conceptld wiord | Type | Conceptid

PET: naun 1 cay noun | 1 vay noun | 3

yaz verh 2 caz verh 2 i noun | &
vai verb | 2

Concept Concept | Tvpe Origin Concept Id Parent Concept |d

d Lang. 3 1

1 waz naun | TR 1 1

2 waz verb TR

3 way noun | AZ

4 IE] noun | &2

Figure 3.19 Sample representation of the relation between CONCEPTSET and languages

3.5.3 The Table “ConceptCoverRel”

The “ConceptCoverRel” table holds the covering relations over concepts. For the
example of word “yaz” given in Table 3.2, the containments of “Concepts” and

“ConceptCoverRel” tables are listed in Figure 3.19.

Table 3.2 Different representation of Turkish word "yaz"

Turkish Kirghiz Azerbaijani
yaz (summer) | ay yay / jaj
yaz (write) caz- yaz-

54



3.5.4 The Table “TagSubstituteRel”

Each suffix tag in a language has a corresponding tag or tag sequence in each
language that is defined in the system. The “TabSubstituteRel” table holds a mapping
of this correspondence with transfer rules. The representations of two sample suffix

correspondence rules are illustrated in Table 3.3.

Table 3.3 Tag correspondence relation

SourcelLanguage DestinationLanguage | STag DTag
KR TR DuEZG2 DUEZGM+KDi
KR TR DuEZG4 DUEZGen+KDi

The first rule represents that DUEZG2 - Type Two Past Tense in Kirghiz is
represented by combination of two suffixes (DUEZGM - past tense “mls” +KDi —
copula “DI”) in Turkish.

3.5.5 The Table “User”

The user table holds the list of system user with a username, name, surname and a

password as illustrated in Table 3.4.

Table 3.4 User table

Username Name Surname Password
emel Emel ALKIM E .
yalcin Yal¢in CEBI ke ke ek ok

3.5.6 The Table “Suggestion”

The suggestions supplied by the users are stored in the system with the context
information. The information consists of the id of the user, the word, the result of the
analysis (the interlingua form), the selected translation, the sentence in which the

suggested word occurs, and the suggested translated form of the sentence.

During the translation; when there is a disambiguation in a word that was
suggested before, the suggestions are shown to the user. The data stored for one

suggestion is given in Table 3.5.
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Table 3.5 Sample suggestion information
SLS (Source TLS (Target
User Word Intermediate Form Translation | Language Language
Sentence) Sentence)
<root>gor</root> Katin
i Kadin yolcunun |
emel gordu <sulhixes> boldu s6zunl makul coloocunun
<DUEG>DI</DUEG> srdi s6zlini makul
<Isuffixes> g boldu
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CHAPTER FOUR
GRAMMATICAL CHARACTERISTICS OF TURKISH,
KIRGHIZ AND KAZAN TATAR

Turkic language family belongs to the Ural-Altaic group (Bozkurt, 2002) and
consists of 40 languages (M. P. Lewis, 2009). The languages of the Turkic language
family, which are listed in Figure 4.1 and Figure 4.2, are closely related to each

other. Thus, they are similar in their structural and semantic properties.

Altaic
- Mongolic (13
- Tunsusic (12
- Turkdc (40
Urum [tum] (A langnage of Georgia)
- Bolgar (1
Chuvash [chwv] (A langnage of Russia)
- Eastern (7
Aim [aib] (A language of China)
Chagatai [chg] (A language of Turlanenistan)
Ii Turdd [ili] (A language of China)
Uyghur [uig] (A language of China)
Uzbek, Northern [uzn] (A language of Uzbekistan)
Uzbek, Southern [uzs] (A langunage of Afghanistan)
Yogur, West [vbe] (A language of China)
- Northern (8
Altai, Northern [atv] (A language of Russia)
Altai, Southern [alt] (A language of Russia)
Dolgan [dlg] (A langnage of Russia)
Karagas [kim] (A language of Russia)
Khakas [kih] (A language of Russia)
Shor [cis] (A language of Russia)
Tuva [tvv] (A language of Russia)
Yalut [sah] (A language of Russia)

Figure 4.1 Turkic language family (a) (SIL International, 2013)
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- Southern (12

Crimean Tatar [crh] (A language of Ulkraine)

Kashkay [axq] (A language of Iran)

Khalaj, Turlde [idi] (A language of Iran)

Salar [slr] (A language of China)

- Azerbaijani (3)
Azerbaijani, North [azj] (A langnage of Azerbaijan)
Azerbaijani, South [azb] (A language of Iran)
Salchng [slg] (A langnage of Iran)

- Turkish (4)
Balkan Gagauz Turkish [bgx] (A language of Tirkev)
Gaganz [gag] (A language of Moldova)
Khorasani Turkish [kmz] (A langnage of [ran)
Turkish [tur] (A language of Turkey)

- Turkmenian (1
Turkmen [tuk] (A language of Turkmenistan)

- Western (11

- Aralo-Caspian (4)
Karakalpak [kaa] (A language of Uzbekistan)
Karzakh [kaz] (A language of Kazakhstan)
Kyrgyz [kir] (A language of Kvrgvzstan)
Nogai [nog] (A language of Russia)

- Ponto-Caspian (4)
Karachay-Balkar [krc] (A language of Russia)
Karaim [kdr] (A langnage of Lithuania)
Krimchak [jct] (A language of Ukraine)
Kumyk [lum] (A language of Russia)

- Uralian (3
Bashkort [bak] (A langnage of Russia)
Chulym [chw] (A language of Russia)
Tatar [tat] (A language of Russia)

Figure 4.2 Turkic language family (b) (SIL International, 2013)

Turkic Languages are spread over a large geographical area in eastern Europe and
Central and North Asia; ranging from the Balkans to the Great Wall of China and
from central Iran (Persia) to the Arctic Ocean (“Turkic languages,” 2012). Figure 4.1
and Figure 4.2 also show the countries in which the languages are used. Table 4.1

shows the usage statistics of the most widely used Turkic languages.
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Table 4.1 Turkic languages' usage statistics (M. P. Lewis, 2009)

Language Lang. Code | Usage Area (Widely) Usage Popularity (Appr.)
Turkish TRK Turkey 72 million
Azerbaijani AZB Iran 24,3 million
Azerbaijani AZE Azerbaijan 7 million
Turkmen TCK Turkmenistan 6,4 million
Kazakh KAZ Kazakhstan 8 million
Kirghiz KDO Kyrgyzstan 2,6 million
Uyghur uIG China 7,6 million
Uzbek uzB Uzbekistan 18,5 million
Uzbek uzs Afghanistan 1.4 million
Chuvash CJU Russia 2 million
Bashkir BXK Russia 1 million

Turkic languages come from the same origin and have changed in time as a result
of spreading in a large geographical area and being influenced by other languages.
Hence, nearly all Turkic languages share the same phonology, morphology and
syntax structure except Chuvash, Khalaj, Yakut and Dolgan which show different

characteristics.

The most significant property of Turkic languages is that they are agglutinative
languages in which the words are formed by adding affixes to a root. Therefore, a
single word can represent a whole sentence and the morpho-syntactical information
is very important for analyzing and translating the text. Such an example where a

Turkish word with twelve suffixes forms an English sentence with thirteen words is:

Cekoslavakyalilagtiramadiklarimizdansiniz.

Eng: You are one of those that we could not turn into a Checkoslavakian.

4.1 Turkish

Turkish, which is from the southern branch of Turkic languages, is the most
widely used Turkic language and the thirteenth most spoken language in the world
(Jonsay, 2013). Turkish is also considered to be the most developed Turkic language
(Bozkurt, 2002).
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4.1.1 Alphabet

The current Turkish alphabet is a slightly modified Latin alphabet which does not
contain Qg, Ww, Xx and modified versions of seven existing letters, C¢, Gg, 1, I, Ss,
00, UL, are added. It was formed with the aim of representing Turkish pronunciation
as accurate as possible and accepted during the alphabet reform in 1928. The
alphabet, which is consisted of 29 letters: 21 consonants and 8 vowels, is given in
Table 4.2.

Table 4.2 Turkish alphabet

Letter Type

Aa Vowel

Bb Consonant
Cc Consonant
Cc Consonant
Dd Consonant
Ee Vowel

Ff Consonant
Gg Consonant
Gg Consonant
Hh Consonant
In Vowel

Ii Vowel

Jj Consonant
Kk Consonant
LI Consonant
Mm Consonant
Nn Consonant
Oo Vowel

06 Vowel

Pp Consonant
Rr Consonant
Ss Consonant
Ss Consonant
Tt Consonant
Uu Vowel

Ul Vowel

Vv Consonant
Yy Consonant
Z7 Consonant

In Turkish, morphophonemic rules are defined according to the classes of vowels
and consonants. Hence, the groups of vowels and consonants, which are used in the

morphophonemic rules, are given below.

60



4.1.1.1 Vowels

The vowels in Turkish are grouped according to roundedness of the lips, the
frontness of the tongue and amount of space left between tongue and palate (Goksel
& Kerslake, 2005; G. L. Lewis, 1967). The vowels of Turkish are represented in
groups in Table 4.3.

Table 4.3 Turkish vowels (G. L. Lewis, 1967)

Unrounded

Rounded

Open

Close

Open

Close

Back

a

1

(0]

Front

e

6

Some characters are used as alternations of one another and form allomorphs of a
suffix. An uppercase letter is the common way to show such character groups; either
vowel or consonant. The choice of which character will be used is achieved by the

harmony rules. The allomorph vowels of Turkish are: A for aand e; | for ¢, i, u and 0.

4.1.1.2 Consonants

The consonants in Turkish are grouped in terms of whether they are voiced or
voiceless, their point of articulation and their manner of articulation; however, the
former is the most significant in phonological and morphological processes (Goksel
& Kerslake, 2005).

The voiceless consonants are p, ¢, t, &, s, 5, f, & and voiced consonants are b, c, d,
g & Jj, I, m n, r vy z. Four of the voiceless consonants have voiced equivalents: p-
b, ¢-c, t-d, k-g or g; but just ¢-c and t-d occur in suffixes. Hence, the allomorph

consonants for expressing these alternations are: C for ¢ and ¢, D for t and d.

4.1.2 Characteristics

The characteristics of Turkish is analysed in two groups according to the
relevance to the study: morphophonemic characteristics, morphological and multi-
word characteristics. The syntactical characteristics of languages are not analysed

because they show the same characteristics. All of the three languages are Subject -
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Object - Verb ordered languages. However, the order of the words can be rearranged
for “distinguishing new information from background information and making a
certain constituent prominent in the discourse” (Goksel & Kerslake, 2005). The
subject or object can be moved in the sentence, to the beginning or before the verb,
to emphasize. Hence, MT-Turk does not do syntactical analysis; instead, the
grouping of words or the suffixes that create a new word when added to the stem are
studied.

4.1.2.1 Morphophonemic Characteristics

Turkish is a highly phonological language, so that morphology of it cannot be
studied without considering phonology. Each suffix has allomorphs which are
selected by the morphophonemic rules. Vowel and consonant harmonies in addition

to other phoneme alterations are the main morphophonemic rules.

e Vowel Harmony

In Turkish, each vowel after the first vowel of the word harmonizes by the
preceding vowel with only exception of some borrowed words. Moreover, when a
suffix is attached to a stem it harmonizes with the vowel at the last syllable of the
stem whether the stem is borrowed or not. Vowel harmony is achieved by two

assimilations: palatal assimilation and labial assimilation.
o Palatal Assimilation

Palatal assimilation or front/back harmony is the harmony of front and back
vowels. Front vowels (e, i, 6, U) are followed by front vowels whereas back vowels

(a, 1, 0, u) are followed by back vowels.

For example, plural suffix in Turkish has two allomorphs lar and ler. It is used as
ler when it comes to a stem with a front vowel at the last syllable whereas it is used

as lar after a stem with a back vowel at the last syllable.

Kitaplar: books (kitap+lar)

odaller: prizes (6dul+ler)
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However there are some exceptions to this rule such as some borrowed words,
insan (human), diinya (world), and some suffixes, -gil (home, family), -leyin (time of
day), -mtrak (adjectival suffix), -ki (locative), -ken (while), -yor (Present Continuous

Tense).
o Labial Assimilation

Labial assimilation or rounded/unrounded harmony is the harmony of rounded
and unrounded vowels. Unrounded vowels are followed by unrounded vowels
whereas rounded vowels are followed by either unrounded, open vowels or rounded
close vowels. The valid letter sequences for two subsequent syllables of a word are
given in Table 4.4.

Table 4.4 Labial assimilation in Turkish

Vowel in the First Syllable Vowel in the Next Syllable
Unrounded vowels Unrounded vowels
a, e 1,1 a,el,i
Unrounded, open vowels
Rounded vowels a,e
0,0,u, Rounded, close vowels
u, U
e Raising

When one of the suffixes, —()yor, -(y)AcAk, -(y)An, or /y/ is added to a stem
ending with an open vowel, the last vowel is assimilated to the close allomorph.

ara + yor > ariyor (calling)

sOyle + yor > soyluyor (telling)
e Rounding

Unrounded vowel becomes rounded when it is between two rounded vowels.

sorma + yor > sormuyor (is not asking)

olma+yor > olmuyor (is not happening)
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e Syncope

If a suffix starting with a vowel is added to a stem that has a close vowel in the

second syllable, the close vowel is deleted.

agiz >agzi (his mouth)

burun >burnu (his nose)

The rule does not apply to reiterations like:

omuz omuza (shoulder to shoulder)

Moreover; the close vowel in the second syllable is deleted when the stems like
devir- (knock over), cevir- (turn), siyir- (scrape), which have v/y +close vowel +r in
their second syllable, are conjugated with —i, -im, -inti, -ik derivation suffixes or

voice suffix “il”.

devir+im > devrim (revoluation)

styir+11> s1yril- (wriggle)
e Consonant Harmony

The consonant groups voiced and voiceless is the basis for the consonant harmony
rules in Turkish. Mainly the rules can be summarized as “the voiceless consonants
must be followed by voiceless consonants whereas voiced consonants can be
followed by either voiced consonants or vowels”. A more detailed representation of

the rules, final voicing and devoicing are given with examples below.
o Final Voicing

When there is a voiceless consonant at the end of a stem and a suffix starting with
a vowel is added to the stem, the voiceless consonant changes into the voiced form.
Five voiceless consonants which change with final voicing rule are given with

samples in Table 4.5.
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Table 4.5 Final voicing in Turkish

Change Sample Lexical Form Sample Surface Form
p>b kitap+I (book + Accusative case) kitab:
¢c>¢C agac+In (tree + Genitive case) agaci
t>d kagit+A (paper + Dative case) kagida
k->g
if there is consonant n renk + | (color + Accusative case) rengi
before k
l;tﬁegrwise ayak + | (foot + Accusative case) ayagi
g—>g analog + A (analog + Dative case) analoga
o Devoicing

The suffixes starting with voiced consonants are assimilated when they are added
after a stem ending with a voiceless consonant. Three voiced consonants which are

affected by the devoicing rule are given in Table 4.6 with samples.

Table 4.6 Devoicing in Turkish

Change Sample Lexical Form Sample Surface Form
kitap+ClI (book + Noun to noun .
c>¢ derivation) kitapg:
d->t git+DI (go + Past tense with DI) gitti
g2>k renk + | (color + Accusative case) rengi
e Apocope

The last consonant is deleted when —clk ve —rAk suffixes are added to a stem

ending with consonant /k/.

kicuk > kicu(k)cuk (tiny)

The last consonant is also deleted when —(A)l suffix is added to stems like ufak
(little), algcak (low), yiiksek (high), kugtk (small)

ufak > ufal- (shrink)
yuksel > yuksel- (rise)
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4.1.2.2 Morphological and Multi-Word Characteristics

The gathered list of suffixes consists of 188 suffixes. Turkish does not consist of
any infixes and prefixes except some old borrowed prefixes which are considered in

the lexicon as a stem altogether (na-negation suffix e.g. namusait: not available).

The rules on valid suffix combinations are gathered by two members of the
Natural Language Processing Research Group in DEU, Ozgiin Kosaner and Ozden
Fidan (Fidan & Kosaner, 2007). The rules for noun and verb inflection are given
below.

The general rule for noun inflection is:

NounStem>DuASay>DuAUy>DuADur
where;

e NounStem : Noun
e DuASay : Nominal Number
e DuAUy : Nominal Possessive

e DuADur :Nominal Case

The general rule for verb inflection is:
VerbStem>DuFEC>DuEOIz>DuEZ/DuEG/DuEKip>Kosa¢>DuEK-DIr

or
VerbStem>DuEC>DuEQOIz>Ytu>Kosa¢>DuEK-DIr
where;
e VerbStem : Verb
e DuEC : Voice

e DUEOIz : Negation

e DuEZ : Nominal Case
e DUEG . Aspect

e DUuUEKip :Mode

e K : Copula
e DuEK : Personal endings
e Ytu : Subordination
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Multi-word characteristics of Turkish can be grouped in two categories: multi-

word groups and suffixes that create new words.

e Multi-Word Groups

The multi-word expressions (MWE) in Turkish can be grouped under four types
(Oflazer, Cetinoglu and Say 2004), which are:

0 Lexicalized Collocations (Fixed Expressions): MWEs are formed with
duplication of same word or in a predefined structure. (e.g.: hi¢ olmazsa: at

least; ipe sapa gelmez: nonsensical)

o0 Semi-Lexicalized Collocations (Semi-Fixed Expressions): MWEs are

already stored in the database (e.g.: kafay1 ye-: go nuts).

0 Non-Lexicalized Collocations (Syntactically Flexible Expressions): MWEs
are formed with use of some suffixes (e.g.: kos-a kos-a: by running; uyu-r

uyu-maz: as soon as he sleeps)

o0 Multi-Word Named-Entities (Institutionalized Expressions): MWEs are

proper names (e.g.: Dokuz Eyliil Universitesi: Dokuz Eylul University)
e Suffixes that Create New Words

In Turkish, there is only one suffix that creates a new word when added to a stem:

#ml question suffix.

kagacak mi1? (will the run away?)
bitti mi? (did it finish?)

4.2 Kirghiz

Kirghiz is from the Aralo-Caspian part of the western branch of Turkic languages.

It is the sixth most spoken Turkic language and it is generally used in Kirgizstan.
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4.2.1 Alphabet

At the end of 30s, the Turkic Republics in the Soviet Union were each given a
different Cyrillic based alphabet. Kirghiz alphabet is one of those alphabets and still
in use. The alphabet contains 34 letters, 22 consonants and 8 vowels, and two special
characters for an apostrophe and a softening mark. The Cyrillic Kirghiz alphabet is
given in Table 4.8 with transliterations in Latin and the types of the letters.

4.2.1.1 Vowels

The vowels in Kirghiz are grouped according to the place of outfall of the sound,
status of the lips and openness of the mouth (Cengel, 2005). The vowels of Kirghiz
are represented in groups in Table 4.7. The vowel allomorphs for Kirghiz are A for a,

e,o0and 6; | forz, i, u and U.

Table 4.7 Kirgiz vowels (Cengel, 2005)

Back

Front

Unrounded

Rounded

Unrounded

Rounded

Open

a

0

e

Close

1

u

4.2.1.2 Consonants

As in Turkish, the consonants in Kirgiz are grouped in terms of whether they are
voiced or voiceless, their point of articulation and their manner of articulation. The
voiced/voiceless property is the main factor when defining phonemic rules for
consonants. The voiceless consonants are ¢, f, x (h), k, p, s, s, t, ts, ts whereas voiced
consonants are b, ¢, d, g, j, I, m, n, y, r, v, y, z. More information about consonants in
Kirghiz can be find in (Cengel, 2005).

In Kirghiz, suffixes can have many allomorphs. The allomorph consonants of
Kirghiz are: B for b and p, G forgand k, L for |, dand t, N for n, d and t.
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Table 4.8 Kirghiz alphabet (Cengel, 2005)

Cyrillic | Transliteration in Latin | Type

Aa Aa Vowel

b6 Bb Consonant

Bs Vv Consonant

I'r Gg Consonant

on Dd Consonant

Ee Eelye Consonant + Vowel
Eé Yo yo Consonant + Vowel
K sk Jj/Cc Consonant

33 Zz Consonant

Un Il Vowel

1787 Yy Consonant

Kk K k Consonant

JIn LI Consonant

MM M m Consonant

Hu Nn Consonant

H= D1 (N i in (Oner, 1998)) | Consonant

Oo Oo Vowel

Oo 06 Vowel

Mn Pp Consonant

Pp Rr Consonant

Cc Ss Consonant

Tt Tt Consonant

Vy Uu Vowel

Yy Ui Vowel

[ON) Ff Consonant

X x X x (H hin (Oner, 1998)) | Consonant

I 1o Tsts Consonant

Yy Cg¢ Consonant

T 1 Ss Consonant

11T 1y Sc sc Consonant

b s Apostrophe

bl b1 11 Vowel

bs Softening mark

CX) Ee Vowel

010 Yuyu Consonant + Vowel
A Yaya Consonant + Vowel
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4.2.2 Characteristics

4.2.2.1 Morphophonemic Characteristics

Kirghiz has vowel and consonant harmony just as Turkish and they are very

similar to the versions in Turkish.

e Vowel Harmony

In Kirghiz, vowel harmony is similar to Turkish. It is used both inside the word,
except borrowed words, and during suffix attachment; and is achieved by two

assimilations: palatal assimilation and labial assimilation.
o Palatal Assimilation

Palatal assimilation is very strong in many Turkic languages and Kirghiz is one of
these languages (Oner, 1998). In Kirghiz, just the same as in Turkish, front vowels
(e, i, 6, U) are followed by front vowels whereas back vowels («, 1, o, u) are followed

by back vowels.

For example, dative case suffix in Kirghiz has eight allomorphs ka, ke, ko, ko, ga,
ge, go and g0. The selection of which allomorph will be used is achieved according
to vowel and consonant harmony. If the stem it is added ends with a syllable with a

front vowel ke, ko, ge or go is used.

kizga: to the girl (kiz+ga)
klckd: to the power (kiic+ko)

However there are some exceptions to this rule such as some borrowed words,
araket (movement), gazeta (newspaper); some derivation suffixes, -ek (derivation
suffix “little”), -ke (derivation suffix “sweet”), -tay (derivation suffix “my sweet”);
and some borrowed affixes, be-/bey-/na- (negation prefix from Persian), -iy
(belonging possessive from Arabic) and -zar (place name maker from Persian)
(Cengel, 2005).
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o Labial Assimilation

Labial assimilation or rounded/unrounded harmony is the harmony of rounded
and unrounded vowels. Unrounded vowels are followed by unrounded vowels
whereas rounded vowels are followed by either unrounded, open vowels or rounded
close vowels. The valid letter sequences for two subsequent syllables of a word are
given in Table 4.9 (Cengel, 2005).

For example, noun derivation suffix “DAs” suffix in Kirghiz has twelve
allomorphs das, des, dos, dos, tas, tes, tos, tas, las, les, los and los. The selection of
which allomorph will be used is achieved according to vowel and consonant

harmony.

klasstas: class mate (klass+tas)

coldos: companion (col+dos)

Table 4.9 Labial assimilation in Kirghiz

Vowel in the First Syllable Vowel in the Next Syllable

Unrounded vowels Unrounded vowels

a, e, 1,1 a, e, 1,1
a

Rounded, open vowels

. P Rounded

0,0 DR
u,i,0,06

Rounded, close vowels a

u, i Rounded (except “0”)
u, 0,0

e Syncope

If a suffix starting with a vowel is added to a stem that has a close vowel in the
second syllable, the close vowel is deleted.

iyin >iyni (his shoulder)
ayil >ayl (his wife)

e Consonant Harmony

The consonant groups voiced and voiceless is the basis for the consonant harmony
rules in Kirghiz. If the stem ends with a voiced consonant, the suffix must start with
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a voiced consonant whereas if the stem ends with a voiceless consonant the suffix
must start with a voiceless consonant. The consonant harmony rules are given with

examples below.
o Final Voicing

Similar to Turkish, when there is a voiceless consonant at the end of a stem and a
suffix starting with a vowel is added to the stem, the voiceless consonant changes
into the voiced form. Voiceless consonants which change with final voicing rule are

given with samples in Figure 4.10.

Table 4.10 Final voicing in Kirghiz

Change Sample Lexical Form Sample Surface Form
p>b kap+alabat (getting a pot) kabalat
k=>g ak + nan (white bread) agnan

0 b>p Assimilation

The suffixes starting with consonant p are assimilated when they are added after a

stem ending with a voiceless consonant.

bat+per > batber (appreciate)

4.2.2.2 Morphological and Multi-Word Characteristics

The morphological characteristics of Kirghiz are similar to Turkish. The rules of

noun and verb inflections are the same with minor order differences.

Multi-word characteristics of Kirghiz is also grouped and analysed in two
categories: multi-word groups and suffixes that create new words. The multi-word
groups in Kirghiz are similar to Turkish; however Kirghiz has a much more

complicated structure of suffixes that create new words.
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e Suffixes That Create New Words

In Kirghiz, the use of auxiliary verbs is quite common to reinforce the meaning.

Also there are some suffixes which form additional words when added to a stem.

There are seventeen auxiliary verbs which are: al, bar, basta, ber, cat, ciber, ciir,
¢k, kal, kel, ket, koy, otur, sal, tasta, tur and tiig. The auxiliary words are added after
a word with a gerundial suffix (generally A, (I)p or y) and each auxiliary word
defines the verb to express a different manner. Some examples are;

kor-6 al-a-t (he can see)

urmattay basta-di (he started to appreciate)

The auxiliary words cat, clr, tur, otur are also used in some suffixes like in

present tense and future tense.

oku-p cat-a-t (he is reading)

oku-gani tur-a-t (he will read)

There are also some additional words that are caused by suffixes. Some examples

are ele, boldu, kerek and eken.

ket-e elek (he is going to go)
clirisim kerek (i need to go)

Moreover, there is no limit to the combinations of these, i.e. one auxiliary verb
can be connected with another and also be inflected by a suffix with an additional

word.

caz-ba-y tur-gan ele-m (i would not write)

tos-up al-1-s-1m kerek (i need to meet them)
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4.3 Kazan Tatar

Kazan Tatar is from the Uralian part of the western branch of Turkic languages. It
is the Turkic language with the oldest history with written literature and spoken in a

large geographical area (Oner, 1998).

4.3.1 Alphabet

Although several alphabets, Arabic, Latin and Cyrillic, are used by Kazan Tatars;
the current alphabet is a Cyrillic alphabet which is defined by Russia in 2002 (Sahin,
2003). The alphabet contains 37 letters, 28 consonants and 9 vowels, and two special
characters for an apostrophe and a softening mark. The Cyrillic Kazan Tatar alphabet
is given in Table 4.12 with transliterations in Latin and the types of the letters.

4.3.1.1 Vowels

The vowels in Kazan Tatar are grouped according to the place of outfall of the
sound, status of the lips and openness of the mouth just like in Turkish and Kirghiz.
As it can be seen from the alphabet, there are three letters with the representation e.
Two of them, Ee and D5, are close e and is represented as € in this study. The vowels
of Kazan Tatar are represented in groups in Table 4.11. The allomorph vowels for

Kazan Tatar are: A for a and e; | for z and é.

Table 4.11 Kazan Tatar vowels (Oner, 2007a)

Back Front

Unrounded Rounded Unrounded Rounded
Open a 0 e 0
Half Open é
Close 1 u i u
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Table 4.12 Kazan Tatar alphabet (Oner, 2007a)

Cyrillic | Transliteration in Latin | Type

Aa Aa Vowel

b6 Bb Consonant

Bs Vv Consonant

I'r Gg Consonant

on Dd Consonant

Ee Eelye Consonant + Vowel
Eé Yo yo Consonant + Vowel
K sk Jj Consonant

33 Zz Consonant

Un i1 Vowel

1787 Yy Consonant

Kk K k Consonant

JIn LI Consonant

MM M m Consonant

Hu Nn Consonant

Oo Oo Vowel

Mn Pp Consonant

Pp Rr Consonant

Cc Ss Consonant

Tt Tt Consonant

Vy Uu Vowel

[ONi)) Ff Consonant

X x X x Consonant

I 1o Tsts Consonant

Yy Cg¢ Consonant

1T 1 Ss Consonant

T Sc sc Consonant

b Apostrophe

bl b1 11 Vowel

bs Softening mark

CX) Ee Vowel

0 10 Yuyu Consonant + Vowel
A Yaya Consonant + Vowel
99 Ee Vowel

Oo 06 Vowel

Yy Ui Vowel

K oK Cc Consonant

HH N fi Consonant

hh Hh Consonant
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4.3.1.1 Consonants

As in Turkish and Kirghiz, the consonants in Kazan Tatar are grouped in terms of
whether they are voiced or voiceless, their point of articulation and their manner of

articulation; and the first one is taken into consideration for rules.

The voiceless consonants are p, f, t, s, ¢, s, k, h whereas voiced consonants are b,
m,v,d, n,c,j I ry, g, z. The allomorph consonants for expressing the alternations
are: K forkand g, D for tand d, L for I and n, N for n, t and d.

4.3.2 Characteristics

4.3.2.1 Morphophonemic Characteristics

Kazan Tatar has vowel and consonant harmony just as Turkish and Kirghiz,

besides they are very similar.
e Vowel Harmony

In Kazan Tatar, similar to Turkish and Kirghiz, vowel harmony is used both
inside the word and during suffix attachment; and is achieved by two assimilations:

palatal assimilation and labial assimilation.
o Palatal Assimilation

Palatal assimilation is used in Kazan Tatar as in the other two Turkic languages;
Kirghiz and Turkish. In Kazan Tatar, front vowels (e, i, 6, ) are followed by front

vowels whereas back vowels (a, 1, 0, u) are followed by back vowels.

For example, the noun derivation suffix Ik has two allomorphs ik and lék. The
selection of which allomorph will be used is achieved according to vowel and
consonant harmony. If the stem it is added ends with a syllable with a front vowel
Iék, otherwise lik is used.

utinlik: woodshed (utin+lik)

cuplék: rubbish dump (cup+ 1ék)
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However there are some exceptions to this rule, such as newly borrowed Russian

words, agentlik (being an agent), printsipsiziik (being unprincipled) (Oner, 1998).
e Syncope

In Kazan Tatar, as in Turkish and Kirghiz, if a suffix starting with a vowel is
added to a stem that has a close vowel in the second syllable, the close vowel is
deleted.

aviz >avzi (his mouth)

borin >borni1 (his nose)
e Raising

When a suffix starting with a vowel is added to a stem with a semi vowel “y”” at

the end, the last vowel assimilated to the close allomorph.

anlat+y+a > anliy (he is understanding)

kir+me+y+e> kirmiy (he doesn’t see)
e Consonant Harmony

The consonant groups voiced and voiceless is the basis for the consonant harmony
rules. If the stem ends with a voiced consonant, the suffix must start with a voiced
consonant whereas if the stem ends with a voiceless consonant the suffix must start
with a voiceless consonant. A more detailed representation of the rules, final voicing

and devoicing are given with examples below.
o Final Voicing

Similar to Turkish and Kirghiz, when there is a voiceless consonant at the end of a
stem and a suffix starting with a vowel is added to the stem, the voiceless consonant
changes into the voiced form. Voiceless consonants which change with final voicing

rule are given with samples in Figure 4.13.

77



Table 4.13 Final voicing in Kazan Tatar

Change Sample Lexical Form Sample Surface Form
p>b tap+is (to meet) tabis
k->g kik + er (to green) kiiger

e |>n Assimilation

When a suffix starting with allomorph L is added to a stem with a consonant m or
n at the end, the last vowel assimilated to consonant n.

ulen+ler > tlenner (grasses)

uram+dan> uramnan (from the street)

4.3.2.2 Morphological and Multi-word Characteristics

The morphological characteristics of Kazan Tatar are similar to Turkish and
Kirghiz. The rules of noun and verb inflections are the same with minor order

differences.

The multi-word groups in Kazan Tatar are similar to Turkish and Kirghiz.
Furthermore, Kazan Tatar also makes use of auxiliary verbs and special words in

suffix constructions as Kirghiz.

4.4 Differences and Problems

The differences in the structures of the languages make translation harder. Thus,
for the success of the study the differences between the languages are studied. Most
significant differences which affect the translation performance are suffix conflicts

and suffix binding change.
e Suffix Conflicts

One of the problems between Turkic languages is that a suffix in one language
can be translated in the other language using a suffix group instead of one

corresponding suffix.
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Such an example is one of the past tenses in Kirghiz “GAn”. The Turkish
translation of this suffix is achieved by using two suffixes as “mlfsg-DI” using Past

Tense “mls” and aspect “DI”.
e Suffix Binding Change

Although word order is the same in all Turkic languages, suffixes can require
binding to different members of a phrase in different languages. For the example of
the phrase “casagan isterin: the jobs he did” which is formed with a participle, the
possessive suffix in is added to the noun in Kirghiz whereas in Turkish it should be

added to the participle as “yaptigi isleri”.
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CHAPTER FIVE
CASE STUDY: MACHINE TRANSLATION BETWEEN
TURKISH, KIRGHIZ AND KAZAN TATAR

MT-Turk infrastructure is tested on three Turkic languages for being able to
evaluate cross-lingual translation. In this chapter, initially, the motivation behind the
selection of these languages is described. All three languages are modelled in MT-
Turk. The crucial information to model and represent a language, specifically in MT-
Turk, is grouped in three sections: lexicon, grammar and suffixes. In the remainder
of this chapter, the language resources for each language are described including the
sources and the quantities. Furthermore, the test data that is used for evaluation is

also decribed in this chapter.

5.1 Language Selection

MT-Turk is built upon resources that are retrieved and used in other products of
the Natural Language Processing Research Group in Dokuz Eylil University
Computer Engineering Department (DEU CSE, 2004). As a result, the first language
in the system is Turkish.

The second language which is defined in the system is Kirghiz. The second
language selection is made considering the closeness of the languages. Kirghiz and
Turkish are not either too close to each other, like Azerbaijani and Turkish which
need nearly no translation at all, or too distant, like Cuvash or Yakut which are too
distinct from other Turkic dialects. Moreover, the existence of resources was an
important factor for the selection of the second language. Two linguistic students,
Cildiz Alimova and Darkan Akunbay, were asked for their help during the resource
retrieval and translation evaluation phases in addition to help from Prof.Dr. Gurer
Gulsevin and linguistic books (Cengel, 2005; Gedikli, 1993).

The third language which is added to the system is Kazan Tatar. The selection of

the third language is done by firstly considering resources available, because of the
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problems that were met during the resource retrieval of the second language, then the
closeness of the language. The retrieval of the resources was achieved by the help of
Prof. Dr. Mustafa Oner from Ege University and the translation of the test data

during the evaluation phase was achieved by Guzel Sabitova.

5.2 Language Resources

Three language resources are needed by MT-Turk for defining a new language to
the system: the lexicon, the suffix list and the rules that is used to combine words and

morphemes together, the grammar.

5.2.1 Lexicon

Lexicon is the most important resource because if a stem is not stored in the
lexicon it cannot be translated. Unfortunately finding reliable and large digital

lexicons was a real obstacle.

“A root is the portion of a word that is not further analyzable into meaningful
elements, being morphologically simple, and carries the principle portion of meaning
of the words in which it functions” (SIL International, 2004a) whereas “A stem
consists minimally of aroot, but may be analyzable into a root plus derivational
morphemes” (SIL International, 2004b). Stems are used for the purposes of
translation in this study as the derivated forms can be represented by a different
representation in the target language instead of using a corresponding derivation

suffix.
e Turkish

The stem list for Turkish is retrieved from TDK (TDK, 2011a) during the
development of other projects of the Natural Language Processing Research Group
in DEU(DEU CSE, 2004). Two sample stems for Turkish are karyola (bed, bedstead)

and yatak (bed, matress).
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e Kirghiz

The Kirghiz lexicon were initially filled with data from the Comparative
Dictionary of Turkic Dialects (Ercilasun, 1992), which was published by The
Ministry of Arts and Culture and computerized by Hoca Ahmet Yesevi University
(TDK, 2011b). The lexicon was retrieved from Yalgin Ozkan at Hoca Ahmet Yesevi
University. Unfortunately the dictionary contains only 7398 Turkish words, although
the Turkish dataset holds 16430 roots and 70968 stems. The dictionary holds eight
different Turkic languages in addition to Turkish and Russian. Each Turkish word

can have at most four different corresponding words for each language.

Unfortunately the low coverage of this dictionary decreased the success of the
translation severely and also all of the dictionary couldn’t be loaded automatically as
a result of scanning errors and mapping problems. This caused the search for an
additional dictionary source to be crucial. A new dictionary of 7195 entries has been
found (Gilensoy & Saginbayeva, 2004), but unfortunately the dictionary is in
hardcopy and the scanning of the dictionary didn’t give any good results. The storage
of all the roots manually or correction of the scanner (OCR) errors require huge
amount of time. Thus the roots which were used in the selected bilingual test data, a
subset of the new lexicon data which did not exist in the previous lexicon, have been
entered to the system manually.

Two sample stems for Kirghiz are kerebet (bed, bedstead) and tosok (bed,
matress) and they are the correspondences of the sample words given for Turkish:
karyola and yatak.

e Kazan Tatar

The lexicon of Kazan Tatar was retrieved from Tatar-Turkish Dictionary (GOCIL,
2012). The retrieved Kazan Tatar-Turkish lexicon is in digital format and consists of

6986 bilingual entries.
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The bilingual data in the retrieved lexicon is transferred to the lexicon by the help
of a small program developed for storing bilingual data to the system. However it
should be noted that, the design of the lexicon enables cross mapping of the concepts
to achieve better mapping of meanings; and the usage of just a bilingual set to store
entries in the lexicon lacks the connection to the third language, hence decreasing the
completeness of the lexicon.

A sample stem for Kazan Tatar is karawat (bed) and it is the correspondence of
the sample words given for Turkish and Kazan Tatar: karyola and yatak, kerebet and

tosoOk respectively.

5.2.2 Grammar

The grammar resource required for MT-Turk is grouped in three rules:

morphophonemic rules, morpheme order rules and special reordering rules.
e Turkish

The grammar rules of Turkish is retrieved from collaborative studies with the
Department of Linguistics (DEU) in the Natural Language Processing Research
Group in DEU (DEU CSE, 2004).

e Kirghiz

The second crucial information, the grammar, for Kirghiz is retrieved from
Cengel (2005). Cengel (2005) gives detailed information about Kirghiz grammar and
language characteristics in addition to sample Kirghiz texts and their translations in
Turkish.

e Kazan Tatar

The grammatical information about Kazan Tatar is retrieved from two books:
Oner (2007b) and Oner (1998). The phonological rule file for Kazan Tatar is

constructed, but it can be enhanced through testing for better results.
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5.2.3 Suffix List

The suffix list and the allomorphs of the suffixes are required for each language

with the corresponding representations in other languages.
e Turkish

The suffix list of Turkish is gathered together from several resources by two
members of the Natural Language Processing Research Group in DEU (DEU CSE,
2004), Ozgiin Kosaner and Ozden Fidan.

e Kirghiz

The suffixes of Kirghiz are retrieved from Cengel (2005) and Oner (1998).
Detailed information about Kirghiz suffixes is given in Cengel (2005) whereas in
Oner (1998) the suffixes are listed in comparison with Kazan Tatar and Kazakh.
Additionally Gedikli (1993) is used as a reference book as it gives information about
Turkic dialects with a comparative grammar. The comparison of the suffixes and
their usage with examples enables us to get information about the suffix usages in

different Turkic dialects.
e Kazan Tatar

The suffix list for Kazan Tatar and the correspondences in Turkish and Kirghiz
are gathered together from two books: Oner (2007b) and Oner (1998).

5.3 Test Data for Evaluation

The evaluation is carried out using bilingual texts with two reference translations.
The first reference translation is taken from published bilingual texts on Kirghiz and
Kazan Tatar. The Ministry of Culture and Tourism has published a collection of
literary works on Turkic Languages. The collection contains two volumes on Kirghiz
Kiiltiir Bakanlig1 (2005a) and Kultur Bakanligi (2005b); and three volumes on Kazan
Tatar Kiiltir Bakanligr (2001a), Kiiltiir Bakanligi (2001b) and Kiiltiir Bakanligi
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(2001c) which are also available online as separate documents (Kiiltiir Bakanligi,
n.d.).

The second reference translation is the translation of the same original texts by a
native speaker and gathered by the help of Prof.Dr. Gurer Gilsevin. The original
texts are in Kirghiz and Kazan Tatar whereas the translations are in Turkish. More
detailed references are given for language pairs below and the texts are given in

Appendix B.

5.3.1 Kirghiz to Turkish

Preliminary tests were done on a 35 sentence (258 words) bilingual (Kirghiz to
Turkish) text (“Doctor” from a journal) which is translated by a native speaker and
gathered by the help of Prof.Dr. Gurer Guilsevin. The original texts are in Kirghiz and
the translations are in Turkish.

Five Kirghiz tales from three different authors are used as a secondary basis for
translation evaluation from Kirghiz to Turkish. As a second reference translation, the
tales were also translated by a native speaker and a linguist Cildiz Alimova. The
names of the tales, the authors are listed in Table 5.1 with sentence and word counts.

Table 5.1 Kirghiz - Turkish test data with sentence statistics

. . Sentence | Word
Tale Name Author Translation 1 Translation 2 Count Count
Ayildin Baldar1 Sagmdik (Kualtar Cildiz 92 1607
Village Children Omirbayev | Bakanlhigi, n.d.) | Alimova
lyik Sezim Aman (Kaltar Cildiz 58 1063
Sacred Emotion Saspayev Bakanligi, n.d.) | Alimova
Isenboo Satman (Kultiir Cildiz 28 217
Not Believing Sadibakasov | Bakanligi, n.d.) | Alimova
Mebel Satman (Kaltar Cildiz m 304
Furniture Sadibakasov | Bakanligi, n.d.) | Alimova
At Caks1t Korgon Bala | Satman (Kaltar Cildiz a1 301
The boy horse loves Sadibakasov | Bakanligi, n.d.) | Alimova
Total 263 3492
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5.3.2 Turkish to Kirghiz

The five Kirghiz tales used at the evaluation of Kirghiz to Turkish translation are
also used as the basis for translation from Turkish to Kirghiz as there was no Turkish
resource with Kirghiz translation. The translations which are done by a native
speaker and a linguist Cildiz Alimova are taken as the source and the translation
output is evaluated with the original Kirghiz text. The names of the tales and the

authors are listed in Table 5.1 with sentence and word counts.

5.3.3 Kazan Tatar to Turkish

Two Kazan Tatar tales from two different authors are used as the basis for
translation from Kazan Tatar to Turkish. Unfortunately, only one of the tales was
translated by a native speaker, Guizel Sabitova, as a second reference translation. The

names of the tales, the authors are listed in Table 5.2 with sentence and word counts.

Table 5.2 Kazan Tatar - Turkish test data with sentence statistics

Tale Name Author Translation 1 Translation 2 SEmEnED | Hioi
Count Count

Kiyim Mehbiipcemal | (Kiltar Guzel 127 2388

Stone Dress Akcurina Bakanligi, n.d.) | Sabitova

Olif,Yaki Giizel Kiz

Hedige (Part 1) oo (Kaltar i

Aleph or Beautiful Girl Zahir Bigiyev Bakanlig, n.d.) 63 910

Hatice

Total 190 3298

5.3.4 Turkish to Kazan Tatar

The two Kazan Tatar tales used at the evaluation of Kazan Tatar to Turkish
translation are also used as the basis for translation from Turkish to Kazan Tatar as
there was no Turkish resource with Kazan Tatar translation. The translations at the
book are taken as the source and the translation output is evaluated with the original
Kazan Tatar text. The names of the tales, the authors are listed in Table 5.2 with

sentence and word counts.
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5.3.5 Kirghiz to Kazan Tatar

There are no available Kirghiz texts with Kazan Tatar translation available or an
opportunity to get one; however, there are some Turkish texts in Ercilasun (1992)
with translations in Azerbaijani, Bashkir, Kazakh, Kirghiz, Uzbek, Tatar, Turkmen,
Uyghur and Russian. The Kirghiz translation is taken as a source and Kazan Tatar is

taken as a reference translation. The text is given in Appendix B.

5.3.6 Kazan Tatar to Kirghiz

Just as Kirghiz to Kazan Tatar translation there is no bilingual data available for
Kazan Tatar to Kirghiz translation. Hence the texts from Ercilasun (1992) are also
used as a basis for Kazan Tatar to Kirghiz translation using Kazan Tatar translation

of Turkish text as the source and Kirghiz translation as the reference.

5.4 Evaluation Results

The evaluation is achieved by an evaluation tool which is developed by NIST
(National Institute of Standards and Technology) and used in NIST Open Machine
Translation (OpenMT) Evaluations which are done since 2001 (NIST (National
Institute Of Standards And Technology), 2010).

5.4.1 Kirghiz and Turkish

Although the translation from Kirghiz to Turkish and the translation from Turkish
to Kirghiz are evaluated on larger documents, a small sample is given in Table 5.3

for better understanding of the process and evaluation.
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Table 5.3 Kirghiz and Turkish translations

ISENBOO

Ittin koniilii cay, biiiin misik ekdo dostosot.
Mindan kiyin ekdd birin-biri kérgdndo
murundari tirigpayt, e¢ kim da alardi bir-birine
“kas” dep aytigpayt. Bassa-tursa ele “av-av” decl
it simsip clirlip tapkan bir kesim mayin ald1 da
misikt1 izdep condodii.

Bayatan kaparsiz kiing6 kaktangan misik ittin
sibirtin alda kaydan sezdibi, cerge andan-mindan
bir tiyip zimiradi.

INANMAMA

Kopegin gonlii rahat , bugiin kedi ikiye barisar.
Bundan sonra ikiye birbiri gordiigiinde burunlari
burusmur , kimse da / de bunlar1 birbiri
"dligman" diye bahsetmeyecek . bassa#tursa
sanki "avav" derdi kopek , koklayarak buugmur
bir parca yagty1 oyu da / de kediyi aramaya
yoneldi .

Siirekliden gamsiz giineslenen kedi , kdpegin
hisirtty1 oda nereden sezdibi, yikara oraya andan
buraday1 bir diyip zipladi.

INANMAMA

Kopegin igi rahat, bugiin kediyle arkadas olacak.
Bundan boyle birbirin gérduklerinde burun
biikmeyecek, kimse de onlarin “diigman”
olduklarini sdylemeyecekler. Siirekli havlayan
kopek zar zor buldugu yag kesimini ald1 ve
kediyi bulmaya cikt1.

Epeydir hicbir seyden habersiz giineslenen kedi
kopegin ayak sesini dnceden hissetmis gibi,
birden ziplayarak kagmaya basladi.

ISENBOO

[ttin i¢si 1rahat , biigiin kediyle ekdso dostosot.
Mindan kiyin biri-birini kdrgonlérdé burun
bitkmeyecek , e¢ kim ondarini kas dep stiyloboyt.
Baya iiren it buldugu may kesimini aldi cana
kediyi bulmaya ¢ikt1 .

Epeydir e¢ bir seyden kabarsiz kingd kaktangan
mugik ittin but dobusnu murundan hissetmis
Ontol, birden zimirap kagip bastadi .

The preliminary test achieved an overall BLEU score 35.08 with a NIST score

4.94 before the suggestion system was activated. The system performed better after

the suggestion system was activated and achieved an overall BLEU score 47.77 with

a NIST score 5.62. The results of the preliminary evaluation are listed in Table 5.5.

Table 5.4 Preliminary evaluation results of Kirghiz - Turkish translation on 35 sentence text

Without With

Suggestion Suggestion
BLEU 35.08 47.77
NIST 4.94 5.62

However the secondary tests performed badly mainly due to missing lexicon

entries. The lexicon is enhanced by manual entries but requires more data. The

results of the evaluation with and without suggestion system are listed in Table 5.5.

Table 5.5 Evaluation results of Kirghiz to Turkish translation

Without With

Suggestion Suggestion
BLEU 15.12 21.71
NIST 4.64 4.77
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A sample Kirghiz sentence and the translation output in Turkish are given
together with the two reference sentences below.

Kapgigay drddgon ciiktiiii masina tag moynoktu aylana berip tik toktodu. Kirghiz Text
The loaded car that moves at the canyon stopped just after turning the rocky
bend.

Kanyonda ilerleyen yiik arabasi Tas Moynok tan doner dénmez hemen durdu. Reference 1
Dag gecidine dogru ilerleyen yiiklii araba, tasli donemecten gegerken tik durdu. Reference 2
Kanyon ilerledikge yiiklii ara¢ tag donemeci doniiverip tik tavuktaydi. No suggestion
Kanyon ilerleyen yiiklii araba tag donemeci doniiverip tik durdu. With suggestion

When the outputs of the translation is studied, it is seen that the first word
“Kapgigay” were translated with the correct stem but missing a suffix, the reason for
this is that there is no “kap¢i1” or “kapgigay” in any of the dictionaries but the
grammar book (Cengel, 2005) contains the word “kapgigay” and is translated as
“kanyon” (canyon), thus “kapcigay” is stored in the lexicon as “kanyon”. The
second, third, fourth and fifth words were translated correctly. The sixth word is
translated with a different suffix and although both of the translators used -ten, the
suffix correspondent of -d: (accusative) in Kirghiz is listed as -1 in Turkish by the
grammar books. The word group “aylana berip” is translated as “doniverip” as “ber”
is the auxiliary verb which has the correspondent “-iver” in Turkish. The last two

words are translated correctly.

Turkish to Kirghiz translation performance is lower than the Kirghiz to Turkish
due to higher number of lexicon in Turkish and also as the manual entries to the
lexicon was formed by the correspondences of Kirghiz words, not focusing on
forming a full lexicon. Furthermore, the BLEU score is also affected badly from the
fact that there is only one reference to evaluate with. The results of the evaluation are
listed in Table 5.6.

Table 5.6 Evaluation results of Turkish to Kirghiz translation

Without With

Suggestion Suggestion
BLEU 8.65 12.34
NIST 3.57 4.48
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5.4.2 Kazan Tatar and Turkish

Kazan Tatar to Turkish translation scores are slightly lower than the Kirghiz
scores as a result of a lower coverage of the lexicon and also suffix entities. The

results of the evaluation are listed in Table 5.7.

Table 5.7 Evaluation results of Kazan Tatar to Turkish translation

Without With

Suggestion Suggestion
BLEU 9.52 14.87
NIST 3.60 4.63

As for Turkish to Kirghiz, the Turkish to Kazan Tatar achieved lower scores that
Kazan Tatar to Turkish. . Furthermore, similar to Turkish to Kirghiz, the BLEU score
is also affected badly from the fact that there is only one reference to evaluate with.
The results of the evaluation with suggestion system are listed in Table 5.8.

Table 5.8 Evaluation results of Turkish to Kazan Tatar translation

Without With

Suggestion Suggestion
BLEU 5.04 7.20
NIST 3.12 3.52

5.4.3 Kirghiz and Kazan Tatar

Kirghiz to Kazan Tatar translation scores are slightly higher than Turkish to
Kazan Tatar due to closeness of the languages. The results of the evaluation are listed
in Table 5.9.

Table 5.9 Evaluation results of Kirghiz to Kazan Tatar translation

Without With

Suggestion Suggestion
BLEU 13.46 18.14
NIST 4.59 4.69

Kazan Tatar to Kirghiz translation achieved slightly lower scores that Kirghiz to
Kazan Tatar as Kirghiz lexicon is larger. The results of the evaluation system are
listed in Table 5.10.
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Table 5.10 Evaluation results of Kazan Tatar to Kirghiz translation

Without With

Suggestion Suggestion
BLEU 14.23 20.19
NIST 4.62 4.76

5.4.4 Comparison With Similar Studies

BLEU is a metric which is independent from the source language, and although
there are studies reporting BLEU scores are not sufficient enough to be used as a
comparison technique between machine translation systems (Zhang, Vogel, &
Waibel, 2004) and although BLEU scores are not very efficient for agglutinative
languages as a mistranslated suffix can produce a total mismatch (Tantug, 2007b),

some studies on Turkish that reported their BLEU scores are:

e An English-to-Turkish statistical machine translation system achieved a
BLEU score of 27.64. They proposed a tool for computing BLEU score of
evaluating morphologically rich languages more accurately, BLEU+, and
computed an improved BLEU score of 33.03 (Tantug, Oflazer, & El-
Kahlout, 2008).

e Another study on Turkish, a Turkmen-to-Turkish machine translation
system achieved a BLEU score of 33 and BLEUr score (an improved
BLEU score for morphologically rich languages) of 38 (Tantug et al.,
2009).

Furthermore, for the purposes of checking the integrity of the BLEU scores, the
translations of the original Kirghiz text were evaluated with reference to each other,
selecting the second reference as the candidate translation and the BLEU score was
evaluated as 10.31 whereas NIST score was evaluated as 3.69. Although it must be
noted that the BLEU score is low as there is only one reference translation, it is an
indication of how the BLEU scores are insufficient for evaluating translation

between Turkic dialects.
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CHAPTER SIX
CONCLUSION

Machine translation is one of the first application areas of computational
linguistics; nevertheless there is still work to be done as it is a really hard task to

achieve. However, it is more successful in closely related languages.

In the scope of this thesis, an infrastructure for a rule-based translation system
between Turkic languages (MT-Turk) is designed and implemented. MT-Turk is
designed using transfer approach in combination with a semi-interlingua approach

for automatic machine translation.

Translation is achieved in three main levels in MT-Turk, analysis, transfer and
generation. The first step to analysis is sentence separator. Then, each sentence is
analysed by multi-word expression pre-processor and multi-word expressions are
extracted and combined together. The morphological analyser is the final step of the
analysis and a semi-interlingua is produced as the output. In transfer level, the stem
and suffix replacements and morpheme order modifications are achieved. At the final
level the output text is generated according to the constraints of target language.

MT-Turk is tested on Turkish, Kirghiz and Kazan Tatar. Kirghiz was selected as
the second language by means of its closeness to Turkish. Kirghiz and Turkish are
not either too close to each other or too distant. Considering the problems occurred
during the resource retrieval of Kirghiz and closeness to Turkish, Kazan Tatar was

selected as the third language.

The grammatical information and lexicon for three Turkic languages, Turkish,
Kirghiz and Kazan Tatar, are gathered from two digital and one hardcopy dictionary
and different grammar books in collaboration with researchers, and stored in MT-
Turk infrastructure. The digital dictionary for Kirghiz includes 7398 stems, whereas
the hardcopy includes 7195 stems. Although current size of the Kirghiz lexicon is
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5407 stems, only 2514 of them could be stored automatically and the rest of the
lexicon was stored manually. The size of the available digital Kazan Tatar lexicon is
6986 stems. Likewise Kirghiz, although the current size of the Kazan Tatar lexicon is
4515 stems, only 3047 stems could be stored automatically and the rest was stored

manually.

The success of the translation is evaluated on bilingual texts using two metrics,
BLEU (Papineni et al., 2001) and NIST (Doddington, 2002a). The bilingual texts are
retrieved from Kiiltiir Bakanligi (n.d.) and are translated by native speaker linguists
as a second reference translation. The original texts for Kirgiz-Turkish and Kazan
Tatar-Turkish translations are in Kirghiz and Kazan Tatar respectively and the
translations are in Turkish. The Kirghiz evaluation set is consisted of 263 sentences
and 3492 words whereas Kazan Tatar evaluation set is consisted of 127 sentences
and 2388 words. The texts used for Kirgiz-Kazan Tatar evaluation are originally in
Turkish and translations are in Kirghiz and Kazan Tatar. The Kirghiz-Kazan Tatar

evaluation set is consisted of 17 sentences and 98 words.

In MT-Turk, when Kirghiz is selected as the source language, BLEU scores of
15.12 and 13.46 with unsupervised translation and 21.71 and 18.14 with semi-
supervised translation were obtained for target languages Turkish and Kazan Tatar
respectively. When Kazan Tatar is selected as the source language, BLEU scores of
9.52 and 14.23 with unsupervised translation and 14.87 and 20.19 with semi-
supervised translation were obtained for target languages for Turkish and Kirghiz
respectively. Furthermore, when Turkish is selected as the source language, BLEU
scores of 8.65 and 5.04 with unsupervised translation and 12.34 and 7.20 with semi-
supervised translation were obtained for target languages Kirghiz and Kazan Tatar

respectively.

Consequently, the semi-supervised suggestion system increases the success of the
translation. For translation between Turkic languages, there is only one reported
BLEU score on a large set, it is a one way translation from Turkmen to Turkish and

is reported as 33. There is no reported score to compare on Kirghiz or Kazan Tatar
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and the success of the translation is affected by the characteristics and closeness of
the languages. Besides, it should be noted again that the two translations of the same
Kirghiz text to Turkish that are made by human translators performed a BLEU score
of 10.31 and this is an indication of how poor BLEU metric performs on

agglutinative Turkic languages on the basis of Kirghiz-Turkish language pair.

The idea of a perfect machine translation system with no input from user is seen
impossible. It is a fact that even human translation can fail as translation depends on
one’s background knowledge which also explains the BLEU score between two
reference translations. Therefore, pragmatic knowledge should be stored on the
computer in addition to knowledge of the current topic to achieve a perfect
translation. However, when the aim is to communicate or get a grip of what is
happening in the world, in most cases a translation that is not perfect is also
acceptable. If required, the translation can be improved by post editing processes.

In MT-Turk, all possible translations are listed instead of choosing one with
disambiguation techniques as some ambiguities cannot be resolved at sentence level
and also as most of the disambiguation studies require a corpus, which reveals a
problem for under resourced languages like Kirghiz and Kazan Tatar. Therefore, the
system is empowered by a suggestion system for disambiguation purposes. The
ambiguities in the translation can be eliminated by the human and the suggestions
can be used for further translations. Consequently, MT-Turk is a semi-supervised
translation infrastructure and the disambiguation is achieved and learned by human

interaction.

MT-Turk provides a complete rule-based infrastructure for machine translation
between Turkic dialects, therefore; adding a new Turkic dialect can be achieved by
just adding the lexicon of roots/stems, suffixes, and the rules. Furthermore, it is
bidirectional and open to extension by suggestion. Consequently, the scope and
extendibility of MT-Turk will help improve the unity of Turkic communities on

written work of art and obtain fusion of Turkic communities.
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The success of MT-Turk translation system can be improved by supplying more
resources to the system; i.e. increasing the size of the lexicon, the number of suffixes
and the number of rules. Also the success of the translation can be improved by
additional analysis of phrases and translation of phrase structures. Furthermore MT-
Turk will improve the success of the translation autonomously by the use of the

translation system through suggestions.
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APPENDICES
A. PHONOLOGICAL RULES

A.1 Turkish Phonological Rules

<?xml version="1.0" encoding="utf-8" ?>
<phonology xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
xsi:noNamespaceSchemal ocation="XmlPhonology.xsd">
<alphabet>
<character index="1" type= "vowel">a</character>
<character index="1" type= "vowel">&</character>
<character index="2" type= "consonant">b</character>
<character index="3" type= "consonant">c</character>
<character index="4" type= "consonant">¢</character>
<character index="5" type= "consonant">d</character>
<character index="6" type= "vowel">e</character>
<character index="7" type= "consonant">f</character>
<character index="8" type= "consonant">g</character>
<character index="9" type= "consonant">g</character>
<character index="10" type= "consonant">h</character>
<character index="11" type= "vowel">1</character>
<character index="12" type= "vowel">i</character>
<character index="13" type= "consonant">j</character>
<character index="14" type= "consonant">k</character>
<character index="15" type= "consonant">l</character>
<character index="16" type= "consonant">m</character>
<character index="17" type= "consonant">n</character>
<character index="18" type= "vowel">o0</character>
<character index="19" type= "vowel">6</character>
<character index="20" type= "consonant">p</character>
<character index="21" type= "consonant">r</character>
<character index="22" type= "consonant">s</character>
<character index="23" type= "consonant">s</character>
<character index="24" type= "consonant">t</character>
<character index="25" type= "vowel">u</character>
<character index="26" type= "vowel">{i</character>
<character index="27" type= "consonant">v</character>
<character index="28" type= "consonant">y</character>
<character index="29" type= "consonant">z</character>
<character index="30" type= "vowel">A</character>
<character index="31" type= "vowel">I</character>
<character index="32" type= "consonant">C</character>
<character index="33" type= "consonant">D</character>
<character index="34" type= "vowel">1</character><!-- u -->
<character index="35" type= "vowel">2</character><!-- (i -->
<character index="36" type= "vowel">3</character><!-- 1 -->
<character index="37" type= "vowel">4</character><!-- i -->
</alphabet >
<substitutes>
<substitute index="1" name="C|D" valid="true" force_match="false"
force_inside_for_suffix="false">
<match>
<suffix loc="any" type="char">
<pair>
<lex>C|D</lex>
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<surf>c|c|d|t</surf>

</pair>
</suffix>
</match>
<action>
<suffix loc="first" type ="char">
<pair>
<lex>C</lex>
<surf>c</surf>
<surf>¢</surf>
</pair>
<pair>
<lex>D</lex>
<surf>d</surf>
<surf>t</surf>
</pair>
</suffix>
</action>
</substitute>

<substitute index="2" name="A|l" valid="true" force_match="false"
force_inside_for_suffix="false">
<match>

<suffix loc="any" type="char">
<pair>
<lex>A|l</lex>
<surf>alel1|i|u|i</surf>
</pair>
</suffix>
</match>
<action>
<suffix loc="any" type ="char">
<pair>
<lex>A</lex>
<surf>a</surf>
<surf>e</surf>
</pair>
<pair>
<lex>I</lex>
<surf>1</surf>
<surf>i</surf>
<surf>u</surf>
<surf>u</surf>
</pair>
</suffix>
</action>
</substitute>
</substitutes>
<rules>

<rule index="1" name="Yumusama" applied stem_type ="isim" syllable="2" valid="true"

force_match="false" force_inside_for_suffix="false" stem_based_optional="true">
<match>

<stem loc="last" type="char">
<pair>

<lex>p¢|t|k</lex>
<surf>b|c|d|g|g</surf>
</pair>
</stem>
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<suffix loc ="first" type ="char">
<pair>
<lex>vowel</lex>
<surf>vowel</surf>
</pair>
</suffix>
</match>
<action>
<stem loc="last" type ="chars">
<pair>
<lex>p</lex>
<surf>b</surf>
</pair>
<pair>
<lex>¢</lex>
<surf>c</surf>
</pair>
<pair>
<lex>t</lex>
<surf>d</surf>
</pair>
<pair>
<lex>nk</lex>
<surf>ng</surf>
</pair>
<pair>
<lex>k</lex>
<surf>g</surf>
</pair>
</stem>
</action>
<exception part="stem">et</exception>
<exception part="stem">ant</exception>
<exception part="stem">git</exception>
<exception part="stem">gut</exception>
<exception part="stem">tat</exception>
</rule>
<rule index="11" name="Yumusama 3 hece" applied stem type ="isim" syllable="3"
valid="true" force_match="false" force_inside_for_suffix="false" stem_based_optional="true">

<match>
<stem loc="last" type="char">
<pair>
<lex>k</lex>
<surf>g|g</surf>
</pair>
</stem>
<suffix loc ="first" type ="char">
<pair>
<lex>vowel</lex>
<surf>vowel</surf>
</pair>
</suffix>
</match>
<action>
<stem loc="last" type ="chars">
<pair>

<lex>nk</lex>
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<surf>ng</surf>

</pair>
<pair>
<lex>k</lex>
<surf>g</surf>
</pair>
</stem>
</action>

<[rule>
<rule index="2" name="Darlasma_Onceki_Diiz" applied stem type ="fiil" valid="true"
force_match="false" force_inside_for_suffix="false" stem_based_optional="true">
<match>
<stem loc="last" type="char">
<pair>
<lex>ale</lex>
<surf>1|ijufi</surf>
</pair>
</stem>
<stem loc="before_last" type="vowel">
<pair>
<lex>ale|1|i</lex>
<surf>ale|1|i</surf>
</pair>
</stem>
<suffix loc ="first" type ="char">
<pair>
<lex>y</lex>
<surf>y</surf>
</pair>
</suffix>
</match>
<action>
<stem loc="last" type ="char">
<pair>
<lex>a</lex>
<surf>1</surf>
</pair>
<pair>
<lex>e</lex>
<surf>i</surf>
</pair>
</stem>
</action>
</rule>
<rule index="3" name="Darlagsma_Onceki_Yuvarlak" applied stem_type ="fiil" valid="true"
force_match="false" force_inside_for_suffix="false" stem_based_optional="true">
<match>
<stem loc="last" type="char">
<pair>
<lex>ale</lex>
<surf>1|ijufi</surf>
</pair>
</stem>
<stem loc="before_last" type="vowel">
<pair>
<lex>0|6|uji</lex>
<surf>ol6|uli</surf>

113




</pair>

</stem>
<suffix loc ="first" type ="char">
<pair>
<lex>y</lex>
<surf>y</surf>
</pair>
</suffix>
</match>
<action>
<stem loc="last" type ="char">
<pair>
<lex>a</lex>
<surf>u</surf>
</pair>
<pair>
<lex>e</lex>
<surf>U</surf>
</pair>
</stem>
</action>

<[rule>
<rule index="4" name="Yuvarlaklagsma" applied stem_type ="fiil" valid="true" force match="false"
force_inside_for_suffix="false" stem_based_optional="true">
<match>
<stem loc="last" type="char">
<pair>
<lex>alefii</lex>
<surf>uli</surf>
</pair>
</stem>
<stem loc="before_last" type="vowel">
<pair>
<lex>0|6|u|i</lex>
<surf>o|6|ulu</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>0|6|uji</lex>
<surf>o|6|ulu</surf>
</pair>
</suffix>
</match>
<action>
<stem loc="last" type ="char">
<pair>
<lex>a1</lex>
<surf>u</surf>
</pair>
<pair>
<lex>eli</lex>
<surf>i</surf>
</pair>
</stem>
</action>
</rule>
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<rule index="6" name="Kiicik_Unlii_Uyumu" applied_stem_type ="hepsi" valid="true"
force_match="true" force_inside_for_suffix="false" stem_based_optional="false">

<match>
<stem loc="last" type="vowel">
<pair>
<lex>aleliaf143</lex>
<surf>alelija/1|4|3</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>alelilajij4|3</lex>
<surf>aleli|a|1|4|3</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="vowel">
<pair>
<lex>ulo|l|6]|1|2</lex>
<surf>ulo|i|6|1|2</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>aale|u|u|1]2</lex>
<surf>ajale|u|i|1|2</surf>
</pair>
</suffix>
</match>

<exception part="suffix">ken</exception>
<exception part="suffix">yor</exception>
<exception part="suffix">mtrak</exception>

<[rule>
<rule index="6" name="Kiiciik_Unlii_Uyumu_icerde" applied_stem_type ="hepsi" valid="true"
force_match="true" force_inside_for_suffix="true" stem_based optional="false">
<match>
<stem loc="last" type="vowel">
<pair>
<lex>alelilaj1|4|3</lex>
<surf>a|eli|a1[4|3</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>dleli|a14|3</lex>
<surf>aleli|a|1|4|3</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="vowel">
<pair>
<lex>u|o|u|6|1|2</lex>
<surf>ulo|i|6|1|2</surf>
</pair>
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</stem>

<suffix loc ="first" type ="vowel">

<pair>

<lex>4|ale|ulu|1|2</lex>
<surf>ajale|u|i|1]|2</surf>

</pair>
</suffix>
</match>

</rule>

<exception part="suffix">ken</exception>
<exception part="suffix">Abil</exception>
<exception part="suffix">lver</exception>
<exception part="suffix">Agel</exception>
<exception part="suffix">Adur</exception>
<exception part="suffix">Akal</exception>
<exception part="suffix">Ayaz</exception>
<exception part="suffix">yor</exception>
<exception part="suffix">lyor</exception>
<exception part="suffix">mtrak</exception>
<exception part="suffix">Imtrak</exception>

<rule index="7" name="Biiyiik_Unli_Uyumu" applied_stem_type ="hepsi" valid="true"
force_match="true" force_inside_for_suffix="false" stem_based_optional="false">

<match>
<stem loc="last" type="vowel">
<pair>
<lex>ali|uo|1[3</lex>
<surf>alijulo|1|3</surf>
</pair>
</stem>

<suffix loc ="first" type ="vowel">

<pair>
<lex>afiu|1|3</lex>
<surf>aliju|l|3</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="vowel">
<pair>
<lex>ale|i|u|6|2|4</lex>
<surf>aeli|t|6[2|4</surf>
</pair>
</stem>

<suffix loc ="first" type ="vowel">

<pair>
<lex>ale|i|u|2|4</lex>
<surf>aleli|u|2|4</surf>
</pair>
</suffix>
</match>

<exception part="suffix">ken</exception>
<exception part="suffix">yor</exception>
<exception part="suffix">mtrak</exception>

</rule>

<rule index="7" name="Biliyiik_Unlii_Uyumu_icerde" applied_stem_type ="hepsi"
valid="true" force_match="true" force_inside_for_suffix="true" stem_based_optional="false">

<match>
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<stem loc="last" type="vowel">
<pair>
<lex>alijulo|1|3</lex>
<surf>alijujo|1|3</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>aliju|1[3</lex>
<surf>aliju/1|3</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="vowel">
<pair>
<lex>ale|i|u|6]|2|4</lex>
<surf>aleli|0|6|2|4</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>aje|i|u[2]4</lex>
<surf>4leli|i|2|4</surf>
</pair>
</suffix>
</match>
<exception part="suffix">ken</exception>
<exception part="suffix">Abil</exception>
<exception part="suffix">lver</exception>
<exception part="suffix">Agel</exception>
<exception part="suffix">Adur</exception>
<exception part="suffix">Akal</exception>
<exception part="suffix">Ayaz</exception>
<exception part="suffix">yor</exception>
<exception part="suffix">lyor</exception>
<exception part="suffix">mtrak</exception>
<exception part="suffix">Imtrak</exception >
<[rule>
<rule index="8" name="Sert_Sessiz_Uyumu" applied_stem_type ="hepsi" valid="true"
force_match="true" force_inside_for_suffix="false" stem_based_optional="false">
<match>
<stem loc="last" type="char">
<pair>
<lex>f]s|s|h|p|¢|t]k</lex>
<surf>fls|s|h|p|c|tik</surf>
</pair>
</stem>
<suffix loc ="first" type ="char">
<pair>
<lex>1ls|s|h|p[¢|t/k[ljm|n]r|v]y|zlale[t]i[ufi</lex>
<surf>fls|s|hlp|¢|t|k[ljm|n[r|v]y|z|ale]ijufi</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="char">
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<pair>
<lex>alb|c|d|e|g|g|1]ilj|l|m[n|o[r|ufi|v]y|z</lex>
<surf>alb|c|d|e|g|g)1]i[j|ljm[nor|ufi|v]y|z</surf>
</pair>
</stem>
<suffix loc ="first" type ="char">
<pair>
<lex>a|b|c|d|e|g|g1[ijljm|n|o|r[ufii|v]y|z</lex>
<surf>alblc|d|e|g|g|1]ilj]ljm|n|o|r|uli|v|y|z</surf>
<[pair>
</suffix>
</match>
</rule>
<rule index="9" name="Ses_Uyumu" applied_stem_type ="hepsi" valid="true" force_match="true"
force_inside_for_suffix="false" stem_based_optional="false">
<match>
<stem loc="last" type="char">
<pair>
<lex>vowel</lex>
<surf>vowel</surf>
</pair>
</stem>
<suffix loc ="first" type ="char">
<pair>
<lex>consonant</lex>
<surf>consonant</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="char">
<pair>
<lex>consonant</lex>
<surf>consonant</surf>
</pair>
</stem>
<suffix loc ="first" type ="char">
<pair>
<lex>vowel</lex>
<surf>vowel</surf>
<[pair>
</suffix>
</match>
</rule>
</rules>
</phonology>
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A.2 Kirghiz Phonological Rules

<?xml version="1.0" encoding="utf-8" 7>
<phonology xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
xsi:noNamespaceSchemal ocation="XmIPhonology.xsd">
<alphabet>
<character index="1" type= "vowel">a</character>
<character index="2" type= "consonant">b</character>
<character index="3" type= "consonant">v</character>
<character index="4" type= "consonant">g</character>
<character index="5" type= "consonant">d</character>
<character index="6" type= "vowel">e</character>
<character index="7" type= "consonant">yo</character>
<character index="8" type= "consonant">j</character>
<character index="9" type= "consonant">c</character>
<character index="10" type= "consonant">z</character>
<character index="11" type= "vowel">i</character>
<character index="12" type= "consonant">y</character>
<character index="13" type= "consonant">k</character>
<character index="14" type= "consonant">l</character>
<character index="15" type= "consonant">m</character>
<character index="16" type= "consonant">n</character>
<character index="17" type= "consonant">n</character>
<character index="18" type= "vowel">o0</character>
<character index="19" type= "vowel">6</character>
<character index="20" type= "consonant">p</character>
<character index="21" type= "consonant">r</character>
<character index="22" type= "consonant">s</character>
<character index="23" type= "consonant">t</character>
<character index="24" type= "vowel">u</character>
<character index="25" type= "vowel">{i</character>
<character index="26" type= "consonant">f</character>
<character index="27" type= "consonant">x</character>
<character index="28" type= "consonant">ts</character>
<character index="29" type= "consonant">¢</character>
<character index="30" type= "consonant">s</character>
<character index="31" type= "consonant">s¢</character>
<character index="32" type= "vowel">1</character>
<character index="33" type= "consonant">e</character>
<character index="34" type= "consonant">yu</character>
<character index="35" type= "consonant">ya</character>
<character index="36" type= "consonant">'</character>
<character index="37" type= "consonant">"</character>
<character index="38" type= "vowel">A</character>
<character index="39" type= "vowel">I</character>
<character index="40" type= "vowel">U</character>
<character index="41" type= "vowel">0O</character>
<character index="42" type= "consonant">L</character>
<character index="43" type= "consonant">K</character>
<character index="44" type= "consonant">G</character>
<character index="45" type= "consonant">B</character>
<character index="46" type= "consonant">D</character>
<character index="47" type= "consonant">N</character>
<character index="48" type= "consonant">M</character>
</alphabet>
<substitutes>
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<substitute index="1" name="L|K|G|B|D|N|M" valid="true" force_match="false"
force_inside_for_suffix="false">
<match>
<suffix loc="first" type="char">
<pair>
<lex>L|K|G|B|D|N|M</lex>
<surf>l|d|t|k|g|&|b|p|njm</surf>
</pair>
</suffix>
</match>
<action>
<suffix loc="first" type ="char">
<pair>
<lex>L</lex>
<surf>l</surf>
<surf>d</surf>
<surf>t</surf>
</pair>
<pair>
<lex>K</lex>
<surf>k</surf>
<surf>g </surf>
<surf>g</surf>
</pair>
<pair>
<lex>G</lex>
<surf>g</surf>
<surf>k</surf>
</pair>
<pair>
<lex>B</lex>
<surf>b</surf>
<surf>p</surf>
</pair>
<pair>
<lex>D</lex>
<surf>d</surf>
<surf>t</surf>
</pair>
<pair>
<lex>N</lex>
<surf>n</surf>
<surf>d</surf>
<surf>t</surf>
</pair>
<pair>
<lex>M</lex>
<surf>m</surf>
<surf>d</surf>
<surf>t</surf>
</pair>
</suffix>
</action>
</substitute>
<substitute index="2" name="A|l|O|U" valid="true" force_match="false"
force_inside_for_suffix="false">
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<match>
<suffix loc="any" type="char">
<pair>
<lex>A|l|O|U</lex>
<surf>ale|o|0|1[i|jufi</surf>
</pair>
</suffix>
</match>
<action>
<suffix loc="any" type ="char">
<pair>
<lex>A</lex>
<surf>a</surf>
<surf>e</surf>
<surf>o</surf>
<surf>6</surf>
</pair>
<pair>
<lex>I</lex>
<surf>1</surf>
<surf>i</surf>
<surf>u</surf>
<surf>l</surf>
</pair>
<pair>
<lex>U</lex>
<surf>u</surf>
<surf>u</surf>
</pair>
<pair>
<lex>0O</lex>
<surf>o</surf>
<surf>6</surf>
</pair>
</suffix>
</action>
</substitute>
</substitutes>
<rules>
<rule index="1" name="Yumusama" applied stem_type ="isim" valid="true" force match="false"
force_inside_for_suffix="false" stem_based optional="true">
<match>
<stem loc="last" type="char">
<pair>
<lex>p|k</lex>
<surf>b|g</surf>
</pair>
</stem>
<suffix loc ="first" type ="char">
<pair>
<lex>vowel</lex>
<surf>vowel</surf>
</pair>
</suffix>
</match>
<action>
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<stem loc="last" type ="char">
<pair>
<lex>p</lex>
<surf>b</surf>
</pair>
<pair>
<lex>k</lex>
<surf>g</surf>
</pair>
</stem>
</action>
<[rule>
<rule index="2" name="Unsiiz_Diismesi_tek heceli" syllable="1" applied stem_type ="hepsi"
valid="true" force_match="false" force_inside_for_suffix="false" stem_based_optional="true">
<match>
<stem loc="last" type="char">
<pair>
<lex>p</lex>
<surf></surf>
</pair>
</stem>
<suffix loc="first" type ="chars">
<pair>
<lex>Ip</lex>
<surf>1plip|up|ip</surf>
</pair>
</suffix>
</match>
<action>
<stem loc="last" type ="char">
<pair>
<lex>p</lex>
<surf></surf>
</pair>
</stem>
</action>
</rule>
<rule index="5" name="Ses_Diismesi" applied_stem_type ="hepsi" syllable="2" valid="true"
force_match="false" force_inside_for_suffix="false" stem_based_optional="true">
<match>
<stem loc="last" type="vowel">
<pair>
<lex>uliij1ji</lex>
<surf>12|3|4</surf>
</pair>
</stem>
<stem loc="last" type="char">
<pair>
<lex>consonant</lex>
<surf>consonant</surf>
</pair>
</stem>
<suffix loc="first" type ="char">
<pair>
<lex>vowel</lex>
<surf>vowel</surf>
</pair>
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</suffix>
</match>
<action>
<stem loc="last" type ="vowel">
<pair>
<lex>u</lex>
<surf>1</surf>
</pair>
<pair>
<lex>l</lex>
<surf>2</surf>
</pair>
<pair>
<lex>1</lex>
<surf>3</surf>
</pair>
<pair>
<lex>i</lex>
<surf>4</surf>
</pair>
</stem>
</action>
</rule>

<rule index="7" name="Bilyiik_Unli_Uyumu" applied_stem_type ="hepsi" valid="true"
force_match="true" force_inside_for_suffix="false" stem_based_optional="false">
<match>
<stem loc="last" type="vowel">
<pair>
<lex>ali|ujo</lex>
<surf>altjujo</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>aliju</lex>
<surf>a|iju</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="vowel">
<pair>
<lex>eli|u|o</lex>
<surf>eli|i|6</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>elijt</lex>
<surf>eliju</surf>
</pair>
</suffix>
</match>
<[rule>
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<rule index="7" name="Biiyik_Unlii_Uyumu_icerde" applied_stem_type ="hepsi" valid="true"
force_match="true" force_inside_for_suffix="true" stem_based_optional="false">
<match>
<stem loc="last" type="vowel">
<pair>
<lex>al|jujo</lex>
<surf>alijujo</surf>
</pair>
<[stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>afiju</lex>
<surf>a|iju</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="vowel">
<pair>
<lex>eli|u|o</lex>
<surf>eli|i|6</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>elijti</lex>
<surf>eli|li</surf>
</pair>
</suffix>
</match>
</rule>
<rule index="8" name="Unsiiz_Uyumu" applied_stem_type ="hepsi" valid="true"
force_match="true" force_inside_for_suffix="true" stem_based optional="false">
<match>
<stem loc="last" type="char">
<pair>
<lex>g|flx[k|p[s|s|t[ts|s¢</lex>
<surf>¢|flx|k|p|s|s|t|ts|sc</surf>
</pair>
</stem>
<suffix loc ="first" type ="char">
<pair>
<lex>g|flx|k|p[s|s|t[ts|s¢</lex>
<surf>¢|fx|k|p|s|s|t|ts|s¢</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="char">
<pair>
<lex>blc|d|g|j[ljm|n[y|r|v]y|z|alefi]iju[i]o]o</lex>
<surf>b|c|d|g|j[l|mn|y|r|v]y|z|ale)]iju|ujo|6</surf>
</pair>
</stem>
<suffix loc ="first" type ="char">
<pair>
<lex>b|c|d|g|j|lim|n|y|r|v]y|z|ale)i]ijuliio]o</lex>
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<surf>b|c|d|g|j[ljm|n|y|r|v]y|z|ale|1fi|uliijo|6</surf>
</pair>
</suffix>
</match>
<exception part="suffix">¢cA</exception>
<exception part="suffix">¢cAk</exception>
<exception part="suffix">¢cAn</exception>
<exception part="suffix">¢Ar</exception>
<exception part="suffix">¢l</exception>
<exception part="suffix">¢lk</exception>
<exception part="suffix">¢ll</exception>
<exception part="suffix">nc¢l</exception>
<exception part="suffix">¢Ak</exception>
<exception part="suffix">ke</exception>
<exception part="suffix">kay</exception>
<exception part="suffix">key</exception>
<exception part="suffix">tAy</exception>
</rule>
<rule index="9" name="Kiucik_Unli_Uyumu" applied_stem_type ="hepsi" valid="true"
force_match="true" force_inside_for_suffix="false">
<match>
<stem loc="last" type="vowel">
<pair>
<lex>elilafi</lex>
<surf>eli|aji</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>elilai</lex>
<surf>eli|a|i</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="vowel">
<pair>
<lex>ulo|u|6</lex>
<surf>u|o|ijo</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>ale|ult]|1[2</lex>
<surf>ale|u|i|1|2</surf>
</pair>
</suffix>
</match>
<exception part="suffix">ken</exception>
<exception part="suffix">yor</exception>
<exception part="suffix">mtrak</exception>

</rule>
<rule index="10" name="Kii¢lik_Unlii_Uyumu_icerde" applied_stem_type ="hepsi" valid="true"
force_match="true" force_inside_for_suffix="true">
<match>
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<stem loc="last" type="vowel">
<pair>
<lex>elilai</lex>
<surf>eli|aj1</surf>
</pair>
<[stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>elilai</lex>
<surf>eli|a|1</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="vowel">
<pair>
<lex>ulo|u|6</lex>
<surf>ulo|ijo</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>ale|u|i</lex>
<surf>ale|u|i</surf>
</pair>
</suffix>
</match>
</rule>
<rule index="11" name="Ses_Uyumu" applied_stem_type ="hepsi" valid="true" force_match="true"
force_inside_for_suffix="false" stem_based_optional="false">
<match>
<stem loc="last" type="char">
<pair>
<lex>vowel</lex>
<surf>vowel</surf>
</pair>
<[stem>
<suffix loc ="first" type ="char">
<pair>
<lex>consonant</lex>
<surf>consonant</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="char">
<pair>
<lex>consonant</lex>
<surf>consonant</surf>
</pair>
</stem>
<suffix loc ="first" type ="char">
<pair>
<lex>vowel</lex>
<surf>vowel</surf>
</pair>
</suffix>
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</match>
</rule>

</rules>
</phonology>
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A.3 Kazan Tatar Phonological Rules

<?xml version="1.0" encoding="utf-8" 7>
<phonology>
<alphabet>

<character index="1" type= "vowel">a</character>
<character index="2" type= "vowel">a</character>
<character index="3" type= "consonant">b</character>
<character index="4" type= "consonant">c</character>
<character index="5" type= "consonant">¢</character>
<character index="6" type= "consonant">d</character>
<character index="7" type= "vowel">e</character>
<character index="8" type= "consonant">f</character>
<character index="9" type= "consonant">g</character>
<character index="10" type= "consonant">g</character>
<character index="11" type= "consonant">h</character>
<character index="12" type= "vowel">1</character>
<character index="13" type= "vowel">i</character>
<character index="14" type= "vowel">i</character>
<character index="15" type= "consonant">j</character>
<character index="16" type= "consonant">k</character>
<character index="17" type= "consonant">l</character>
<character index="18" type= "consonant">m</character>
<character index="19" type= "consonant">n</character>
<character index="20" type= "consonant">fi</character>
<character index="21" type= "vowel">o0</character>
<character index="22" type= "vowel">6</character>
<character index="23" type= "consonant">p</character>
<character index="24" type= "consonant">q</character>
<character index="25" type= "consonant">r</character>
<character index="26" type= "consonant">s</character>
<character index="27" type= "consonant">s</character>
<character index="28" type= "consonant">t</character>
<character index="29" type= "vowel">u</character>
<character index="30" type= "vowel">{i</character>
<character index="31" type= "consonant">v</character>
<character index="32" type= "consonant">w</character>
<character index="33" type= "consonant">x</character>
<character index="34" type= "consonant">y</character>
<character index="35" type= "consonant">z</character>
<character index="36" type= "vowel">A</character>
<character index="37" type= "vowel">I</character>
<character index="38" type= "consonant">G</character>
<character index="39" type= "consonant">D</character>

</alphabet>
<substitutes>
<substitute index="1" name="G|D" valid="true" force_match="false"
force_inside_for_suffix="false">
<match>
<suffix loc="first" type="char">
<pair>
<lex>G|D</lex>
<surf>k|g|d|t</surf>
</pair>
</suffix>
</match>
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<action>
<suffix loc="first" type ="char">
<pair>
<lex>G</lex>
<surf>g</surf>
<surf>k</surf>
</pair>
<pair>
<lex>D</lex>
<surf>d</surf>
<surf>t</surf>
</pair>
</suffix>
</action>
</substitute>
<substitute index="2" name="A|l" valid="true" force_match="false"
force_inside_for_suffix="false">
<match>
<suffix loc="any" type="char">
<pair>
<lex>A|l</lex>
<surf>alel1|i</surf>
</pair>
</suffix>
</match>
<action>
<suffix loc="any" type ="char">
<pair>
<lex>A</lex>
<surf>a</surf>
<surf>e</surf>
</pair>
<pair>
<lex>I</lex>
<surf>1</surf>
<surf>i</surf>
</pair>
</suffix>
</action>
</substitute>
</substitutes>
<rules>
<rule index="1" name="Yumugama" applied stem_type ="isim" valid="true" force_match="false"
force_inside_for_suffix="false">
<match>
<stem loc="last" type="char">
<pair>
<lex>p|k</lex>
<surf>b|g</surf>
</pair>
</stem>
<suffix loc ="first" type ="char">
<pair>
<lex>vowel</lex>
<surf>vowel</surf>
</pair>
</suffix>
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</match>
<action>
<stem loc="last" type ="char">
<pair>
<lex>p</lex>
<surf>b</surf>
</pair>
<pair>
<lex>k</lex>
<surf>g</surf>
</pair>
</stem>
</action>
<[rule>
<rule index="6" name="Daralma" applied_stem_type ="fiil" valid="true" force_match="false"
force_inside_for_suffix="true">
<match>
<stem loc="last" type="char">
<pair>
<lex>ale</lex>
<surf>1i</surf>
</pair>
</stem>
<suffix loc ="first" type ="char">
<pair>
<lex>y</lex>
<surf>y</surf>
</pair>
</suffix>
</match>
</rule>
<rule index="5" name="Ses Diismesi" applied stem type ="hepsi" syllable="2" valid="true"
force_match="false" force_inside_for_suffix="false" stem_based optional="true">
<match>
<stem loc="last" type="vowel">
<pair>
<lex>ulii|t]iji</lex>
<surf>12|3|4|5</surf>
</pair>
</stem>
<stem loc="last" type="char">
<pair>
<lex>consonant</lex>
<surf>consonant</surf>
</pair>
</stem>
<suffix loc="first" type ="char">
<pair>
<lex>vowel</lex>
<surf>vowel</surf>
</pair>
</suffix>
</match>
<action>
<stem loc="last" type ="vowel">
<pair>
<lex>u</lex>
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<surf>1</surf>
</pair>
<pair>
<lex>l</lex>
<surf>2</surf>
</pair>
<pair>
<lex>1</lex>
<surf>3</surf>
</pair>
<pair>
<lex>i</lex>
<surf>4</surf>
</pair>
<pair>
<lex>i</lex>
<surf>5</surf>
</pair>
</stem>
</action>
</rule>

<rule index="7" name="Bilyiik_Unli_Uyumu" applied_stem_type ="hepsi" valid="true"
force_match="true" force_inside_for_suffix="false">
<match>
<stem loc="last" type="vowel">
<pair>
<lex>afijulo</lex>
<surf>altjujo</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>alijujo</lex>
<surf>altjujo</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="vowel">
<pair>
<lex>eli|u|6]i</lex>
<surf>eli|i|6|i</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>eli|u|o]i</lex>
<surf>e|i|i|6|i</surf>
</pair>
</suffix>
</match>
<[rule>
<rule index="7" name="Bilyiik_Unli_Uyumu_icerde" applied_stem_type ="hepsi" valid="true"
force_match="true" force_inside_for_suffix="true">
<match>
<stem loc="last" type="vowel">
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<pair>
<lex>afijulo</lex>
<surf>altjujo</surf>
</pair>
<[stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>alt|ulo</lex>
<surf>alijujo</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="vowel">
<pair>
<lex>eli|u|o]i</lex>
<surf>e|i|i|6]i</surf>
</pair>
</stem>
<suffix loc ="first" type ="vowel">
<pair>
<lex>eli|u|d]i</lex>
<surf>eliij6li</surf>
</pair>
</suffix>
</match>
</rule>

<rule index="8" name="Unsiiz_Uyumu" applied_stem_type ="hepsi" valid="true"
force_match="true" force_inside_for_suffix="false" stem_based_optional="false">
<match>
<stem loc="last" type="char">
<pair>
<lex>¢[flhk|p|s|s|t</lex>
<surf>¢|flh|k|p|s|s|t</surf>
</pair>
<[stem>
<suffix loc ="first" type ="char">
<pair>
<lex>¢lflhk|p|s|s|t</lex>
<surf>¢|flh|k|p|s|s|t</surf>
</pair>
</suffix>
</match>
<match>
<stem loc="last" type="char">
<pair>
<lex>b|c|d|g|jljm|n[ii|r|v]y|z|q|w|x|ale]ijuli|o|6|ija</lex>
<surf>b|c|d|g|j [I|m|n|ii|r[v]y|z|q|w|x|a|e[]ijufi|o|6]|i|a</surf>
</pair>
</stem>
<suffix loc ="first" type ="char">
<pair>
<lex>blc|d|g|j[ljm|n[ii|r|v]y|z|q|w|x|alefi]ijulii|o|6|ija</lex>
<surf>b|c|d|g|j[l|m|n[fi|r[v]y|z|q|w]x|ale[|i|jufi|o|6]ija</surf>
</pair>
</suffix>
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</match>
</rule>

</rules>
</phonology>
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B. EVALUATION DATA

B.1 Kirghiz - Turkish Translation (Tale 1 - Ayildin Baldart: Village Children)

Kapgigay 6rdogon ciiktiiii magina tag moynoktu aylana berip tik toktodu. Kabinanin sol cak
kaalgasi agilip, andan beri tura kalgan marcaygan ulan beri iistiindogiilérgo kolun caiisap
buyurdu:

- Catkila! Komkoronordon soylop kalgila! - Kuzovdo caymalangan arpa, arpa Ustiindo tigige
tefitug eki bala bar ele. Munu ugar1 menen biri-birine k6z kisip kimiii kiilgon ekdo arpaga katar
soylostu. Ubada usunday ele.

Kiinii kegke masina tosup, ¢argap suy cigilganda mina usuga carmaskan baldar. Ertelep col
boyuna ¢ikkan bular cogorton ¢afi koriingdn sayin dir koyup tura kala berip suy cigilbadibi. Kol
kotoriip katar turgan baldarga toktoboy 6tiip catti masinalar. Oo, besimge oogondo mina usu
masina 6t0 berip toktop, terezesinen beri bagbakkan sofor 6ziind carisa ¢urkap cetken usul
ic6Onon suradi:

- Kayda barasifiar?

- Frunzege! Okuuga! - Carisa siiylop, carisa entigip turgan baldarga bir siyra koz toktotup algan
kabeltefi sofor carilip ketken erdin calap mintti:

- Bir gana orun bar. - Mina usu tapta kabinaga ¢ap carmasa kalgan bala entige, sasa siiylodii:

- Bayke! Biz ¢coguu barat elek.

- Emne kilaym? - Sofor iynin kuusurdu. — Baska orun cok.

- Abilbek! - dedi baldardin biri tigi kabinaga carmasip turgan balag - Sen kete bersefici anda, biz
artindan. ..

- Cok, coguu barabiz. - Kabinaga carmaskan bala kese siiylodii.

- Boluptur anda, coguu kelgile. Ar1 tur balal - Sofor condy turgan boldu ele Abilbektin kolu
tutkadan ketpey, kabinaga carmagkan kalibinda zarild1:

- Bayke, ala ketseiiiz, bayke? Institutka barat elek. Ustiing ele oturup alabiz, bayke?

Oziin karmap turganga bir ese acuusu kelgen sofor akir1 bul akidey asilgan cubarimbekterden
kutulbasina kozii cettibi, Abilbekti karap kicirdana burk etti:

- Kel! Anda sen minda otur. Birdeke bolso tigiler ii¢iin sen coop beresifi! Ey! A siler iistiind
cikila! Arpanin iistiinG... Azir kabinaga daldalanip otura bergile. Nepaada mina bul, - dedi
canindagi Abilbekti tigilerge korgoziip, - silerge belgi berse, oso zamat arpanin iistiind
boorufiardan soylogula da iistindrdén mimabu kendirdi ¢climkoniip algil Kayra tur demeyin
dimifiar ¢ikpasin! - Baldar styunip ketti. — Makul bayke.

- Tiik bas k6torbdybiz. - Cininda, bulardi mina usul arpanin astina tiriitildy koomp tastasa da
makul bolugsmak. Arpa {istiiné cabilgan kaldagay kendirdin bir ¢eti menen kurcun-kegegin caap,
bir ¢etin 6zdorii tizesine ¢eyin capkan baldar, tigi sofor aytkanday kabinaga c6loniip artt1 karap
oturustu.

Tigine, kegke col toskon bulardin ene-atasinday eergiy karagan kistak kaldr artt Tuulgandan
bulardin oyun-kiilkiisiind ortok, sogus kiiniindé bular menen Birge 1ylap, bir soorongon kistagi.
Bular kegke mal cayip, bular kegke tiirkiin oyun oynogon tetigi ¢ofi sunun kok araldari, capan
talduu tokoyu, toonun casil ¢ibirlari kaldi. Kekgi kiin magdirap, balkip catkan cayki kistakti, cagil
cibirlardi k6z ayirbay karap baratistt masina iistiindogii eki bal Bular kdrgondii usul azir korbdy
baratkan tigi sofordun canindagi Abilbek. Kéiiiilii abalap ugat.

Casil cibek kdynoktiin bliylirm6siiddy cazgi ¢ibirlar bul kistaktin mali-canin camgirdan kiyin
0ziind ¢akir¢u. Koy-kozu kok kuup, cibit-cilgaga cabalaktap, baldar koy tekey terip ¢ibirlardi
kirdap curkap, kirdankir agkan baldar kizuu menen tee uluu too kd6doniing ¢eyin ¢igip ketiscii da
keede caanga kalip, tastin cansarina korgolosgu. Toolordu bir-birine kabistirgan kiin kokiirok,
tiinérgén asmandi1 oyku-kayki tilip, caracara ¢apkan ¢agilgan, sarkirata tokkon nogor... Tekeyden
karargan oozdoru carim agilgan baldar ¢agilgan ¢art etken saym kulaktarin basa, k6zdoriin cilk
cumup ciberisgii.

Baldardin k6z aldinda mina usular. Baldar menen ayildin arkiragan samali koso kelet, tigi kok
kaska dayra koso kelet calkip. Cazgi camgirdin ilebi kelet, koy tekey menen kozu kulaktin daami
kelet. Saar coniindd, okuu coniind6 ukkandarin estep igteri uygutuyu. Ene-atasinin koburugu
ugulat kulakka: " Oo, saarda kiyin...", "Ee, degi kond alisar beken saarga?" "Degele oso okuska
0to aligar beken?" - Iyri oturusup munu koburagkan ene-ata baldarmna 6ziingé da kiindoptiindop
kulagina kuygan. "Emi ¢ofi saarga baratasifi, mindagiday endd bolbo. Men seni eergiy ciirbdym,
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boyuiia tikan bol. Anan, canindagi tiym-tipiriiidi aldirip iybe. Saar 1sik. Mindagiday eengilik cok.
Kokuy, anan ¢afikaganda muzdak suu i¢e korbd, bezgek bolosuil. Darbizdin danegine da sak bol,
al ketse da ogsondoy ooruga ¢aldigat decii". Aytor minday akild1 ugup oturgan balanin basi mai.
"Saar kaynagan 1s1k, el kdp bolso, anan osol 1sikta mindagiday ayran, kimiz tiigiil suu da cutuuga
bolboso kisi degi kantip tiriiii gana kalar eken?" Mina azir da usunu oylogon baldar arkiragan
celden kere cutusup, kere dem alip, arttagi casil ¢ibirlard: sugula tiktep kelatisti: Munun baari
ertefi cok. Kaktagan 1sikta suu tappay caiikap turabiz go". Bulardin oyun toktogon masina {izdii:
- Bat soylop kalgila boorufiardan! Abilbektin buyrugu bulard: sastirip saldi. Boortoktoy soylop,
kendirdi budalaktay ¢ciimkoniistii.

- Catisty, kettik, bayke. - Abilbek sofordu karadi. Usunu kiitkon masina ordunan kozgoldu. Oz
buyrugu menen baldard: catkirip, 6z buyrugu menen masina ciirgiizgdniind korston Abilbek
margay1ip ofidono oturdu. Irdap iy¢iiddy kakirmip iiniin casap koydu. Usul azir mmabu sofor
kokus s6zgd aralagip: " Kana cigit, irdap koyboysuiibu?" dese, Abilbek tartinmak emes. Ayilda
baya kan kaksap ciir¢ii irlardin birin koyo bermek. Abilbekti antip s6zgd almak tiigiil miabu
sofor {in katip koyboyt.

Abilbek usu kisini biislirky karap kelatti. Biyik kabak, kalbagay erindiiii, ofikogoy murun kisinin
dem algami da cay belem, anda-minda gana tosii saal kotoriilo tiigiip basinat. Sol uurtunda tirtigi
bar eken. Mayluu-k66li barbaygan balban mancani rulga birotolo celimdep tastaganday,
karmagan ordunda lapiyat. Abilbek munun kolun tiktep, kolun biistirkop kelatti. Kudu ele
Abilaydin kolu. Cazinda traktor aydap, kiiziindd kombayn aydap ciirgii Abilaydin ¢orluu kabeltefi
kolunun ele 6zu.
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B.2 Kirghiz - Turkish Translation (Tale 2 - Iyik Sezim: Sacred Emotion)

Iyik sezim - bul uguna koz cetpegen biyik ¢oku!

K6z aldimda kok tiregen biyik aska turat. Aga karaym da kizigam, kizigam da oylonom: bul
diynodo seni korbdgon, sana suktanbagan kisi az ¢igaar ¢indigind Antkeni, saga ¢iguu tilegi ar
bir kisinin tabiyatina biitkon sirin efis6616rii menen cuurulgan. Adatta, kigilerdin tunuk sezimderi
biyikke umtulup. Seni mara kilat. Cerdin dal 6z6giindn 6niip ¢ikkansip, asman kiinligd bagit
algan ukmustay zalkar bolsofl da, sende bayirki adamdardin ciluu ciirdgiiniin c6nokoy izderi
catat...

Eki adam batpagan tar ¢iyir beline orolo 66d616yt. Bir taalay ¢iyir1, bakit ¢iyiri. Ar bir kisi bul
cryirga Oz aldinga iz kaltiruuga tiyis. Al emi, saga kotoriiliip, senin tobofio tamanin tiygizgender
kaygi - kasiret, 1za - korduk, Urdy - korkunug degenderden miildo arilat. Tiibolikko beykuttuk
ornop, ¢oktuktun, cetigpestiktin kiseni bit - ¢it bolgonsuyt. Andan ar1 timizin saginigtin,
kubanigtin sezimderi oygonup, biitkdn boy balkiyt.

Diiyn6g6 adam bolup caraluunun stymigi terendep bas kotorot.

O, siykirduu, aska! Sende bulutsuz asman kop. Kiin nuru biringi tiyip, akirki nurlart seni menen
kostolot. Sende kiin nuru mol. Tébondo salkin cel ciirdt da, cerler cazilip, kofiiildor cumsarat.
Denege cagimduu kan tarap, tattuu ¢imirkanuu payda bolot, Kigige biitkon marttiktin, erdiktin,
meerimdin, berilgendiktin calin1 aloolonot. Mina ogondo, ubakit toktop, biit diiynd bir saam es
ala tliskonsiiyt...

Iyik sezim - bul nazik gul!

Caz kiindorii agilgan bul giildiin 6miir kii¢ii cildar boyu sozulat. Kisinin can diiynosiin tolkutkan
naziktiktin, koozduktun, kofiildii ergitken cagimduu cittin soolbas bulagi 6nt616t al. Kop
sandagan kooz kopdloktor ani tegerene ugat, alardin da kipinday armaninin bir maarasi osol
6Adolot.

Kirmizi barkut, kat - kabat celekgeler tenselgen casildik arasinan boy ko6tordt. Adatta anin soola
cacip turganin korosiiz. Karap tursafiiz, dmiirdiin tiibolitk 6¢pos samu 6idiili boygo kubat,
kiymilga medet. Al kisilerdin kiiligiim tartkap kokiirok bostuguna caygasip, nur ¢agip turgan kan
kizil gauhar tast1 elestetet. Anin siykirina kabilgandar tirigilik tiiysiigiin unutat. Karagan sayin
karagisi kelet. Osondo al bagka bardik kizik¢iliktan kegliiigd macburlayt. Anin citt adam
seziminin efi terefline cetet. Kiside an1 menen 6miir boyu irakattanuu tilegi 6ziinén 6zii payda
bolot.

Birok, al nazik, ar1 sezgic giil. Sizden ¢idamduuluktu, adal kiitimdii talap kilat. Al aram oy
menen cilmaygan kisi aldinda sooluy bastayt. Nurlanip kulpunuusun toktotot.

Iyik sezim - bul kaarduu defiiz!

Ceksiz ketken kaarduu defiiz 6ziingd koolgiiyt. Adam balasi kimbat baalagan suru menen
bermettin esepsiz bayligi munun terefline cagiringan deset. Birok, andaki bermet menen sor suu
mifi sandagan adamdardin koz cagin tiistindiiriitigo tiyis...

Adamdar aga tiisliniitig6 kumar. Antkeni, adatta al meerimdiiii defiiz. Aga tunuk bulaktar, dartka
dabaa arasan suular kuygandiktan tiigkdon adamdardi kiilgiinddy tazartip, dmiirgd degen siiytiiisiin
tebefidetet.

Anin kaardanuusunun sebebi emgice acilbagan sir. Al kaarina alganda ¢eekterine ak kobiik
biirkiip, tiiyiilé ctyrilip, cindene bastayt. Tiisii kara kiirdfi tartip buzulat. Ustiindé oor buluttardin
kerbeni kirkalayt. Cagilgandar ot kamgisin iiyriip, kara tumand: tilgilep cartildayt. Oor deiiiz tiip
kotoriild kozgolup, bir bel asip 1ld1y kulagan, toodoy tolkundar 6rkéciin conétot. Urdydii ugurgan
diildy kiiriildok terenden ugulat, candan tiifiiltot. Biit diiynonii capirip, tebelep 6t¢iidoy kiuitilonot,
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ceekterin titkilayt. Turustuk bere albagan toolor urap, cerler cemirilip catkansiyt. Aga kabilgan
adam ¢abal oydon tez kutulat, kamgaktay ugup, tiyanaksiz, iimiitsiiz aldastayt. Aga carik ditynd
menen kostosuu baarman ceiiil sezilet!

Tabiyat kii¢liniin uluu kocosu bolso da, adam balasi 6ziin alsiz sezip, ¢enemsiz kaygiga bataar
ucuru ogsondo payda bolot.

Iyik sezim - bul stiyud!
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B.3 Kirghiz - Turkish Translation (Tale 3 — Isenbéi: Not Believing)

Ittin kodiilii cay, biitin misik ekdd dostosot. Mindan kiyin ekdd birin-biri korgéndd murundari
tirigpayt, e¢ kim da alardi bir-birine "kas" dep aytigpayt. Bassa-tursa ele "av-av" degii it simsip
ciirlip tapkan bir kesim mayin ald1 da misikt1 izdep conddil.

Bayatan kaparsiz kiing6 kaktangan misik ittin sibirtin alda kaydan sezdibi, cerge andan-mindan
bir tiyip zimiradi.

- Tokto... saga dostoskonu keldim... Tokto... - It misiktin artinan ¢urkadi.

"Meni ¢indap kubalagan eken" - dep misik andan beter kagti. A it bolso: "Biigiin ¢iginganda
dostosoyun, ertefl unutup kalam ce mayimdi 6ziim cep salsambi1" - dep artinan buckaktadi. Mistk
tikendi aralasa, tikendi araladi, tesikten 6tso tesikten 6ttii, emneden sekirse osondon sekirdi. ..
Misik can talasip terektn basina ¢iga kacti. Karasa ittin tili salaiidap, kozii kizargan.

- It! Ittigiii koyboduii... Emne kubalaysiii?

- Sen emne kagasifi?

- Sen emne kubalaysifii?

- Saga dos boloyun dep...

- Kalp... kubalap dostososuiibu?

Kirykirisip catip ekddniin iindorii da biittii.

- Aldag1 agargan emne? - dedi misik terektin baginan.

- May... Saga bereyin dep, - dedi it tdmondon.

- "Bul aldap atat. It kantip maga dos bolsun”, - dep misik terekten tiispodii.

Kin caap Kirdi.

"Meyli, kiin caasa... Kolumda may turganda dostosposom, kiyin takir isenbeyt", - dep it ketpedi.
"Ii, bul kiindiin caaganina karabay meni afidid1" - dep musik tereke ulam 6ydolop ¢ikti.

Ekd0 biri-birine isenbedi.

Caan konoktp t6go berdi.
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B.4 Kirghiz - Turkish Translation (Tale 4 — Mebel: Furniture)

"Mebel alabiz... Mebel alabiz", - dep ciiriistii atam, apam. Men da ko¢odogii baldarga
maktandim:

- Biz mebel alabiz... Mebel alabiz.

Erik an1 bilbeyt eken: "al emine, tehnikab1 dep suradi.

- Efi sonun birdeme... Efi sonun. Saga s6zsiiz kérgdzom, - dedim.

Bir kiinii kirsem ele {iylibliz kooz bolup kaliptir. Ciga¢ deyin desem kiizgiidoy caltirayt.
"Omiyin" dep karmalap ciberdim.

- Kokuy, tokto, bulgaysiii, koluiidu cuugun, - dedi apam.

Cuunup, aar¢ingandan kiyin mebeldi korot eken.

Osentip, men mebel menen taanigkam.

Mebel turgan torkii iygo kirip baratsam ele apam "simiidi ¢egip kir, koluiida mik cokpu, ¢iyip
iybe, cukup iybe" dep tekserip turat. Emne iiglin antet, bilbeym. Menin torkii iygo takir kirgim
kelbey kaldi. Al caktin terezesi sonun bolgu: daraktardin baginda ¢imgiktar irdap olturcu, cazinda
cryirgiktar kelip kongu, ¢abalakeyler kubalasip oynogu. Alar emi mebeldin ar caginda kaligtt. Bir
kiinii murdum kigisip, tanoomon suu akt1. "Kokuy, etifi ot menen ¢ok, oorup kalipsiii" dep apam
mebel-komnataga catkirip koydu. Men ooruganima ayabay siiylindiim. Akirin turup terezege
bardim: kursaktari ¢on-¢ofl ¢imgiktar oturuptur - tindd Indiyadan ucup keligse kerek. Baldar suu
kegip carisip ciiriisot. Erik basina cirtik ¢aka kiyip curkap baratiptir, beline calbiraktardi baylanip
aliptir.

- Erik! Erik, berkel. Meni kérdufibi?

- Anty, barbaym, apafi urusat, - dedi Erik.

- Apam Uydé cok!

Erik kirip keldi. Al mebeldi korgon cok. Kolu suu, simina batkak cabisip kaliptir.

- Tokto, simifid1 ¢eg, - dedim men Erikke.

Al ecteme tiisling6n cok.

- Koluiida mik cokpu? Ciyip iybe, ¢ukup iybe... Bizdin mebel...

- Kanakey mebel? - dedi al dagi korboy.

Afigiga apam kirip keldi, al Erikti kolunan karmap esikke ¢igardi.

Osondon kiyin Erik bizdikine bas bakpayt.

Menin apam efi caksi, apamdi e¢ kimge tefiecbeym, caltiragan mebelge dagi.

Apam, keede atam da mebelin kebez menen siirlisét. Baar1 bir men mebelge abdan kapamin. Kép
mebelden kéré maga torkii tiydiin terezesi caksi bolugu.

Oziimdiin bul oyumdu apama, atama ayta albay ciirom.
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B.5 Kirghiz - Turkish Translation (Tale 5 - A¢ Caksi1 Korgon Bala: The boy horse
loves)

Asiltay bacirafidap siiytiniip iygo kirdi:

- Meni at cittap koydu. Meni at caks1 korot!

- Kalpigy, - dedi Abiltay aga isenbey. - At caksi korgondii bilbeyt.

- Bilet! Ciirci, kdrgdzoyn.

Eko0 cetelesip mamiga baylanuu attin canina baristi. Asiltay akirin aldiga 6ttii da attin tizginin
karmap, kokiiliinon siladi. At bilk etpedi, oozdugun sildirata basin salafidatip Asiltaydin iymeygen
kolun cittadi, tumsugun iyinine siiyodii.

- Saga siiylop atab1? - dedi Abiltay, attin kipkizil tanoosunan, arsaygan tisterinen korkup.

- Siiylogon cok. Caksi koriip catat.

- Emne ti¢iin caks1 korot?

- Men an1 sugargam. Ariktin boyunan otkozgom. - Asiltay derdeyip koydu. Attt mamidan ¢egip,
arki diimiirgé tartip minip aldi.

Abiltay at kayakka bassa eer¢iy curkap, at menen Asiltay ek6oniin biri-birin caksi kdriiskdniind
stiyliniip, 6zii da ogondoy bolsom dep kiykirip ciirdii:

- Asiltaydr at cittap koydu! Asiltaydi at caksi koriip koydu.

Bir kiinii Abiltay attin canina bard: da, kulagina gibiradu.

- Oy, at. Meni caksi kor, - dedi s66moyii menen k6zgo sayip. At selt etip basin kotoriip, kayradan
tirgiilop turup kaldu.

- Oy! Meni citt Caks1 kor, - dedi att1 keketip.

At dagi ele ungukpadi. Abiltay anin murduna mustumun takap ¢afirdi.

- At! Seni 6ltirém!

At kulagn tik¢iytip, oozdugun kacir-kagir caynadi. " A-a, korkutup saldim" dep oylodu Abiltay:
- Meni caks1 korboson 6ltiirom! - Al ¢ontdgiidogii migin aldi da, attt murunga sayip iydi.

At tanoosun tarsaytip, koziin ¢akgarilta tikesinen sekirdi. Abiltay bakirip cigildi.

Osondon kiyin Abiltay atka cakindabadi. Cakindasa ele kulagin ¢unafidatip, koskurup, koziin
cakcafidatat.

Asiltayga bolso anpeyt. Al kayakka cetelese ce minse dele kaalagan cagina kete beret. An1 bu
kogodogii baldar, al turgay cofi kisiler da "at caks1 korgon bala" dep atasat. Mina, Abiltaydin inisi
Asiltay! Saarga ketkice ¢ofl atasinin atin minip, kop cerge bastirip ciirdii. Abiltay bir da colu
0zlingd minip bastirgan cok.

Kizik, emne {igiin Asiltaydi at caksi kordii? Emne iigiin Abiltaydi caman kordii?
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B.6 Kazan Tatar - Turkish Translation (Tale 6 — Kiyim: Stone Dress)

Bonn zamanda bir han bulip, elle ni 6¢in gine {izinifi halkina agulanmis. Bir comga kénni mescidten
¢ikkag han hezretleri mescid yanindagi bir zur tagka kuli bilen kiirsetip, ciyilgan halkina:

-Kilegek comgaga ¢akli susi tagtan minim 6¢in kiyim tigifiiz. Tigip 6lgirte almasafuz, barliginiz m
utirtecekmin, -diyip 6yine kaytip kitti. Cemegat ise heyran kalip, tastan kiyim tigii moémkin tiigil
idikinden her kayusi bir-birsine karap, ni kifies iterge de bilmeyince, kiiz yaslerini agizip, dylerine
kayttilar.

Bolar arasinda citmis yaslerinde bir bik yarl kart bar idi. Oyine kaytip kirdi de, urmdikka ultirip,
kart Uksip-iiksip iglarga basladi. Kargigi sebebini sorasa da, karsi bir siiz de eytmiyge, kart iglavmda
gina buldi.

Kartnm buyga ¢itken bik matur, gakill, zirek bir kiz1 bar idi. Kiz, igikten kirip, atasinin iglaganini
klrgec, sebebine soradi. Kart, eytirge tilemese de, kizinin kiifiili kalmasin 6¢in, mescid aldindagi isni
sOylerge bagladi.

-Iy kizim! Kart atannin gomiri tik cidi gine kon kaldu... Kilegek comgada han bizni iiltirtegek...-dip,
tagi igly bagladi.

-Sabur it, atam, ni 6¢in sizni han ultirtecek? Zinhar, sdylep birsene!

Kart bik kaygili tavis bilen sdyliy, kiz ise ¢m kiinilinden atasinin siizlerin tifilty idi. Kartnifi stizleri
bitkeg, kiz kolip hem biraz uylanip torgag:

-Kunkmamz, atam, bu bir de kurkirlik is tiigil? -didi.

Kart:

-Nigik alay bir de kurkirlik es tiigil? Tastan kiyim tigip bulami sofi?

-Mine, atam, kile¢ek comga kon han: "Tagtan kiyim tiktinizmi?"-dip soraga¢: "Han hezretlere, biz
iilgev almainga tige almadik. Ulgevsiz tigilgen kiyim yeki bik ozm, yeki bik kiska bulip ¢igar idi.
Suran 6¢in de biz hezir buymizni iilgep aliyk ta, siz tiziniz mobarek kulmiz bilen kisip biriniz! biz,
basg osti, lkilegek comgaga ¢akli kiyiminizni tigip bitiregekbiz!"-diyip eytigiz.

-Yuk, kizim kurkam... Nigik ittirip hanga kars1 siiz kaytarip torirga?

-Bir de kurikmagiz, atam alla tilese, birnerse de bulmas!..

2

Comga kon citti. Halik mescidke ciyilip bitkeg, han kildi. Comgan1 ukip mescidten ¢ikkag, han
halikka taba karap:

-Kiyim temam buldimi1?-dip soradi.

Bir kim de cavab birmedi. Sundagi kisiler, baslarin1 bégip, aldilarina karap tik tordilar. Birnige
minuttan sofi, eligi kart alga ¢i1gip, kaltirap kina kiz1 6yretkenni s6yledi. Han:

-Bolay eytirgi sina kim dyretti? dip soradi. Kart aptirad... Ni dip eytirge de bilmedi. Tagin birnice
minut titkeg, kart kurikkan tavis bilen gine "kizim" diyip cavab birdi.

-Alay iken. Eyde minim artimdan,-diyip, han 6yine kitti hem kartka {izi artindan barirga kusti. Bigara
kartnin bagimni kiserge ilte diyip, kot ogt1. Sulay da hannin, boyirigmdan ¢iga almadi, akrin gina
han kapkasma taba kitti... "Indi bittim!" diyip iikinip, icinden gine imanin ukip, tevbesin kiylip bara
idi.

Han, 6yge kirgeg, hizmetgilerine aghaneden yigirmi dane pisken tavik yomirkasi kitirirge kust1.
Yomurkalar kilgec:

-Mineg, kart, sus1 yomirkalarni kizma alip bar, mina yigirmi dane ¢ibis ¢igarsm, digin. Eger ¢ibisler
¢ikmasa, kizin ile ikeviniznin de baglarmizni kistire¢gekmin, didi.

Kart miskin, bir siiz de cavap kaytarmainga, 0yini kaytip kitti. Anin yozi tilikniki tsli agargan,
yoregine elle nindi kurku urnagkan idi. Ul akrin gma kayta idi. Bas1 eylene hem kiizleri {izinifi basa-
cak cirin kiirmiler idi. Ul kaytt1. Isikten kirgec te:

-Mine, kizim, sinin siizin bilen iizimni gine tiigil, sini de belage tésirdim, dip, han boyirgan hizmetni
soyledi.

Kiz atas1 kulindan yomirkalarni alip dstelge kuydi da:

-Rehmet han hezretlerine, eydeniz, didi, atam anam! Ultirip yahsi gina asiyik!

Iy kizim, kotirmasana! Han sina bu yomur-kalarm ¢ibis ¢igarirga ciberdi i¢!-iilsim de, asimni1 asagan,
yesimni yesegin lizimden artik, kizim sini aytym.
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Kiz1 kdlimsiredi de:

-Eydeniz, utirimz. Uzim ercip birim eli,-diyip, yomirkalarn1 ¢at-cat vatip, ata-anasi aldina kuyd.
Kart bilen kargik evvel agarga batir¢ilik kiylmasalar da, kizlar1 asaganni kiirip, ni bulsa bulir diyip,
asarga totindilar. Kiz:

-Mine indi nigik hanga rehmet eytmessiz? Biigin ikmekten baska asibiz yuk idi. Indi ikmegibizni
yomirka bilen asiybiz!

-Bir de bor¢ilmafiiz Cibis 6¢ comgasiz ¢ikmiy. Ul vakitka kader cavabimiz hezir bulir...

Bir un kdnler ¢gamasi litkeg, kiz anasina:

-Anakay, biigin mifia bir ¢iilmik tan butkasi pisiriniz, -didi.

Butka pisip citkeg, kiz ¢lilmekni bir yavlikka toérdi de atasina birip:

Sus1 butkani hanga alip barmiz hem, ¢ibisler tiz ¢igacak, diyiniz. Han hezretleri susi butkani gecip,
¢ibigler 6¢in yana yarma hezirlesin idi, diyiniz.

-Yuk, kizim, bara almiym, bagimm kiser.

-Atam, bir de kurikma, minim kiinilim 6¢in bar,-digeg, kart butkani alip kitti.

Hanga kirip kartnin kilgenin bilgirttiler. "Kirsin" digeg, kart, kirip, kizinnin siizini eytip, butkani han
aldina kuydi. Han kdlip ciberdi de:

-Yarar, -kart, irtege kiziniz mina {izi kilsin. Birak, kilgende yul bilen de kiimesin, yulsiz da kiimesin;
bulekler de kitirmesin, bileksiz de kiimesin: kiyimli de kiimesin, Kiyimsiz de kiimesin; ath da, ceyev
de bulmasin!-didi.

Kart yane dyine ighy-igly kaytip, kizina siizlerini sdyledi.

-Yarar, atam, irten min hanga barirmin...

Irte torgag, kiz kiyimlerini salip, balik tota torgan cetmege golganip, kege dstine atlandi hem kulina
bir ¢ipg¢ik alip yulga c¢ikti. Yul bilen tugri barmainga, eli uraninin bir yagina, eli bir yagina ¢igip,
borgalanip barip, han kapkasma ¢itti. Han aldma hem kegesine atlangan kilis kirip, hanga kulindagi
¢ipcikni suzdi da:

-Siznifi 6¢in alip kilgen biilegim!-didi.

Han almak bulip kulni suzganda kiz ¢ipgikni ogirip ciberdi. Sundan son kiz siizge baslap:

-Han hezretleri, boyirganinizga karsifuzga kil-dim. Mini ¢akiruvinizdan moradiniz eligi gibislerge
¢ege i0~z*n tan tugrisindadir dip uyliym,-didi.

Han bir kiirii bilen kartnin matur kizma gasiyk buldu.

-Iy matur kiz, sin raz1y bulsan, min sini iizimi hatinlikka alir idim, -didi.

-Uzimni bik behitlilerden sanap, satlik ile kabul item, -dip cavap birdi (kiz).

Sunnan sofi bik zur tuy yasap, han kartnin kizin iiz 6yine aldirdi da rehet tora basladilar.

Bir-iki y1ldan sofi bir cirge kiterge yulga ¢ikti. Han hatmi bilen isenlesken vakitta:

-Min yuk vakitta hi¢bir iske de katigm Bir kicirek kine is ¢iksa da, hokim itken bulip matasm Eger de
tizinni tota almiyga, bir-bir hokim ite kalsan, minim dyimnen Kitersin,-diyip, yulga ¢ikt1.

Han kitkeg, kiipmi-azmi vakit iitkeg, 6¢ kisi hokimge kildiler. Alamin {iz aralarindag kig-kiriglar1 bu
idi: By 6¢ kisi birsinin atin-ikingisinift arbasma, 6¢ingisinin dugas: bile cigip yulga ¢ikkannar iken.
Yulda barganda bolarga bir tay iyergen. Indi sul tay kaysina tiyisli?

Hanim kiip karap tormainga:

Atni arbadan tugarmiz da: At iyesi atni iyarttip, arba iyesi arbasin tartip, duga iyesi dugasmu kiiterip,
O¢iniz 6¢ yakka yoriniz. Kaysiniz artindan tay iyerse, tay suna bulacak, -didi.

Elbette, tay atka iyerdi hem kigkiris sunifi bilen bitti.

Sundan son baytak vakit {itti. Han kaytti. Eligi 6¢ kisi arasinda bulgan kickiris hanga isitilgen. Han
ha tiina:

-Sin atan yanina kayt!-digeg:

-Yarar, kaytirmin. Birak, bu dyden bir-bir nerse alip kiterge yararmi?

- Tilegen nerseftni al. Birak, kit siizimni tinla-madin.

-Tagi bir siizim bar: {izin de bilesin, bir-iki il birge tatulikta kiinilli gine kénleribizni iitkerdik. indi
atam Oyine kaytam. Bigin sofigi kigebiz sul songi kigibizni igmasam keyiflenip, asap-igip Utkerik!
Han raziy buldi. Asap-i¢ip ultirganda hanim hanm baytak kina siyladi. Yuldan bik arip kayt-kanga
kiire, han ultirgan cirinde yokiga da kitti.

Hanim nagar gina bir ¢ana cigerge kusti hem iki hizmetgi ¢akirip aldi da hanni kiirsetip:

-Kiiteriniz de ¢anaga ¢igarip sahniz!-didi. Hizmetgiler ilik sakkatsalar da, hanim kuskag, tinlamiy
caralar1 bulmadi, yoklagan hanni ¢igarip ¢anaga saldilar.
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Hamim {izi ¢1gip ultirdi da, iizi atni totip, sdyikli hanin atasi dyine alip Kitti. irte birle han uyanip
kuzini ag1p karasa-iizinin bir tebenek kine dyde yatkanin hem hatinin yaninda kiirdi. Sakkatti.
-Bu ni hel, min nik monda?

-Borcilmaniz, s6yikli han! Sizni min alip kildim.

-Min safta: tizin kit, didim i¢!

-Sulay, siz mina "tilegen nersenni alip kit" dip te eyttigiz. Indi minim tilegen nersem-siz idiniz, siz-ni
hem alip kittim,-diyip, hannm iki kuzinden Upti.

-Atan barip bizni kilip alsinlar dip heber itsin,-didi.

Kart tiz gine barip heber itti. Andan alt1 at cigip kilip, han ile hanimni alip kittiler. Mondan son han
ile hanim bik tmi¢ konler iitkerdiler, tatu tordilar hem birge iildiler de.
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B.7 Kazan Tatar - Turkish Translation (Tale 7 - Oliif,Yaki Giizel Kiz Hedige (Part I):
Aleph or Beautiful Girl Hatice)

Hikeyemez bir gaceep giizel hikeyeder. Hikeyemezi yahsi anlatmak 6¢in, evvelen vokugisi ne cirde ve
ne vakitta uldigin1 yazamiz. Hikeye-mezden ukilip anlagilacak is bernige sene mokatdem beldeyi
Kazanda vakiyg ulmus istir.

Sabah segat unda, Kazan mosafirhanelerennen bir olug ve mogteber mosafirhane yanina kiip adem-ner
cemg1 ulmiglar. Cemegarnin mabeennerennen bu kebi siizler isittiler idi:

-Ne var, ne kartysiz, ne ulmig?

-Ne ulsrn, bu koén bu mésafirhanede bir mosafire hatirini katel itmisler.

-Gaceep! Kem katel itmes, katil totilmigu?

-Ul kaderlese megliim tiigel, hezer politsiya hem sudebniy sledovatelne kételer, teftis ulir, belkem,
katil de anlaglir.

Ve ma esbehe zalike, cemegat arasinda kiip torlii siizler sdyleneder.

Yene bis-un dekiyka ke¢dekden sonra: "Keleler! Keleler!" -digen siiz cemegat telende tekrar kilina
bagladi. Keliigeler politsiya ile sudebniy sledovatel idi. Nomerlerge mektiile hatin hosusinda teftis 6¢in
keleerler idi. Atlar ¢itti. Teftisceler, garebelerennen tosep, nomerge kirip ketteler. Cemgi ulmis
cemegat nomer icene kererge nekader kasid ittiler ise de, nomerge keriiden meng1 kilindilar. Icerii
kirtivden mengi kilinsalar da, cemegat nomir yaninnan taralmaymga, ne heber ulir iken dip,
teftis¢ilernin ¢iguvina montaziyr bulip toralar.

Teftisgeler ehvalene yazalim.

Teftisceler nomerlerge kerdeklerinnen sonra: "Ulterelmes hatin kaysi1 nomerde?" -diyi nomirler
sahibinnen teftiscilernen berse soal kildiginda, nomirler sahibi Gabdullin: "11 n¢e nomerde", -deyu
cavap virip, nomirlernin hucasile teftisgeler 11 nge nomereyi kerdeler. Simdi nomeresene tegrif
idelem: Bu 11 n¢e nomere tag pulatnin 2 nge etajinda-kahnda ike biilmele nomire ulip, uram tarafinda
O¢ terezese var. Kis konendege kebi, terezelere ikiser kat. Nomer i¢cende ike ostel, diirt stul, ike kreslo,
bir divan, bir karavat. iden urtasma kanga buyalmis mektiile hatin igilmis. Hatirmin basinda nultik pul
cerahete kebi cerahet. Hatanin, yese egerme iki, egerme d¢ten ziyade bulmaska kerek, {ize hem sahibi
camal. Sudebniy sledovatel, nomer hucasina karap: "Bu harin ne vakittan birle seznen nomerefiezde
toradir?" -deyu soal kilgag, nomer hucasi: "Ber comga", -deyil cavap virde.

"Isimi ni¢ik?" didikle,

"Zobleyha", -diyii huca efendeden isetelde.

"Bu mektilenen in evvel lltereldekene kem belmes?" -deyu sledovatel soal kilgag, huca efende:
"Gornignaya-hadime belmes", -didi. "Hadimene bu yire degvet kilimiz", -didiklerende, hadimene
degvet kilip kelterdeler. Sudebniy sledovatel bu tartyka teftis kilmaga sorug kild:

- Siz bu hatirinin iiltereldekene ne tariyka beldeftez?

Hadime bu tariyka cevapka sorug kildi: "Ben sabahta hezmet ilen yérdekemde bu nomer yaninan
uzip bardigimda, bu nomer isekene yartilas agik kiirep, ni bulsa hezmet yukmu iken deyu nomereya
kerdekemde, bu hatan1 bu keyfiyitte kiirep, bik heveflendem. Hetta nomerden ne tartyka ¢ikdigimni
dabelmiymin".

Hadimenen cevabi bu tariyka temam bulgac, teftisceler isek yanma kelep karasalar, isekte yozakni
ackict ile kiirep, teftisgeler tegacceplenip: "Bu nin-deleen Katil iken, Uize ketdekte isekne yozak ile
biklemience kitmes, hetta isekne yartilag agik kaldir-mis, eger de isekne yozak ile biklep kitse idi, bu
hatirinin iiltereldekene belii kicegep, katilge gizle-nerge de forsat bulir idi, yuksa bu hatin, {iz-lzene
tiltermesmii iken", -deyu tefekker kildiklarinda, aralarinnan bir teftisce: "Yuk, iliz-iizini katel itmemis.
Eger de iiz-iizini katil itmes ulsa idi, yaninda rivolvir hem {iz-lizimni {iltiremin deyu hat1 bulir idi", -
didikinde, baska teftis¢iler: "beli, buhr idi", -didiler. Min begid teftisciler sviytsarhadimni degvet
kildilar. Slidovatil gviytsardan: "Bu utken kigte bu mektiile hatinga kim bulsa keldimii?" -deyu soal
kildiginda, hadim: "Beli, mektiile ile beraber bir ir adem keldi".

"Ne vakitta kelip, ne vakitta ketti?" -deyu s6al kildiklarinda sviytsar: "Ahsam sigez segatte kelip, uniki
segatte ketti", -deyu cevap virdi. "Uniki segatte Kitiivini yakiynen neden belden?" -deyu soal kildikta,
hadim-gviytsar bu tariyka cavap virde: "Conki merhiimi ile beraber kelgen adem nomerelerden
kiterken: - "Kag segat?" - deyu benden soal kildi. Ben, segatke karap: "Unike segat",-deyii cevap
birdim. Sonra befia 6¢ ruble na ¢ay virip ¢igip kitti".

Teftisceler, sveytsardan bu siizlerne igitkeg, mdsafire Zoleyhenifi mektiile buluvi sigez segat ile unike
segat mabeynende vakiyg uldigiru anladilar. Teftisgeler, sveytsardan mektiile ile beraber kilgen irnen
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kiyafetene, tosene: "Ne kiyafetle, ne tosle?" -deyu soradiklarinda: "Negke adem, ozm buyli, ak yozle,
kigik sar1 sakalli", -deyu sveytsar kiyafetene, tdsene tegrif kildig1 begdende, teftisceler nomere
icendege esyani karamaga basladilar. Nomere icermen teftis kilip tabilgan nerseler bonlardir: evvelen,
bir dane ir percatkasi sul kuldan; sag kul percatkasi yuk. Elbette, bu tabilgan sul kul percatkasi katilnen
percatkasi bulirga kirek, doserep kaldirgandir. Saniyan, iki tereze arasinnan bir ertkalanmis ir portret: -
surete tabilmis. Gerge ertkalanmig ulsa da, suret iczalarini ba tertip cemgi kilip karalsa, ne sikelle suret
idikene anlamak momkin. Sveytsarraft anladgina hem tegrifene binaen, bu tabilmis suret mektiile
Zbleyhe ile utken kigte beraber kilgen irnen surete bulirga kirek. Salisen, nomere igermen tabilgan bir
mektup. Sus1 tabilgan mektup, nomere hucasinifi rivayatene binaen, mektiile Zoleyhenen kitabete
bulirga kirek, ¢onki nomere hucasi mektiile Zoleyhenen resme hatini biledir iken. Bu tabilgan
mektiipte ne yazilmis iken deyu tefekkere dalip belesenez kilse, hikeye-mizdi ziyade gad kilmayinca,
tabilgan mektiipni de tercime kilip yazamiz.

Giyzzetlii ukugi, mektiile moslime ulsa da, moselmanga yazu yazmak bilmiydir idi. Bu tabilmis
mektup rus lisani ile yazilmis idi. Mektiipnin terciimesi budir:

"Efzalis-sebab ulan giyzzetlii Musa efendilerine can ve dilden selamleremezne kiindiremiz. Bu kon
ahsam sigez segatte, Gabdullin nomerlerende 11 n¢e nomereyi kerem boyirip kelesez, 2 nge mart".
Teftisceler bu mektiipni ukigac, bu mektup, elbette, mektiile ile utken kicte beraber kelgen ademge
yazilgandir, didiler. Bu tabilgan mektup mdsafire Zoleyhenen mektiil bulgan kénende yazildigina
mektiiptege ¢islos1 daldir. Mektiil bulgan kon mektiipnen yaziluvi ile bir kondeder. Teftisceler mektiile
ile beraber kelgen ademnen, isme Musa uldigini da mektiipten beldeler. Nomerden bu mezkir 6¢
nerseye baska bir nerse tabilmadi. Teftis ile, katilnen isme hem kiyafete megliim uldi. Simdi
teftisgelere katil Musani izlep tapmak lazim ulip, teftisne temam idip, teftisceler nindeleen Musa iken
deyu tefekker kilip, nomerlerden ¢igip kitteler. Nomerler yanma cemgi ulmis cemegat te bir nerse de
bele almayinca nomerler yaninnan taralip kitteler, ikence konne mektiile Zoleyhene defen kildilar.
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B.8 Kirghiz — Kazan Tatar Translation

Turkish
- Colpan, glinaydin yavrum, kahvalt1 hazir.
- Giinaydin anne, geliyorum.
Ogullar1 Erkin’in bugiin dersi yoktu.
Giilcan Hanmim Colpan’a seslendi:
- Agabeyini uyandirma Colpan.
- Peki annecigim.
Murat Bey, Giilcan Hanim ve Colpan sofrada konusuyorlardi.
- Erkin uyanmadi mi Giilcan?
- Evet Murat, o aksam geg geldi, biraz uyusun.
- Nigin gecikti aksam?
- Maglari varmis, ¢ok yorgun geldi.
- Babacigim bugiin anatomi dersim var.
- Yaodyle mi? Iyi hazirlandin mi bari?
- Evet babacigim, fakat ¢ok heyecanlryim.
- Yavrum yumurtan: yemeden gitme.
- Geg kalryorum annecigim, bugiin yumurta yemesem olmaz mi1?
- Peki yavrum, kendine dikkat et.

Kirghiz
- Colpan, caksisigbi, kizim, naniisto dayar.
- Caksisizbi, apa, azir kelem.
Ulu Erkindin biigiin sabag1 cok.
Giilcan ayim Colpanga {in saldi:
- Akendi oygotpo, Colpan.
- Makul, apake.
Murat mirza, Giilcan ayim cana Colpan dastorkon iistiindd siiylosiip oturustu.
- Erkin oygonbodubu, Giilcan?
- Oba, Murat, al keginde keg keldi, biraz uktasin.
- Emme Ugiin kegikti kecinde?
- Futbolu bar eken, 6t6 carcap keldi.
- Atake, biiglin anatomiyadan sindm bar.
- A, osondoybu? Caks1 dayardandinb1?
- Oba, atake, birok 6t6 tolkundanip catamin.
- Kizim, cumurtkani cemeyinge ketpe.
- Kaegirip catamin, apake, biigiin cumurtka cebesem bolobu?
- Meyli kizim, 6ziind sak bol.

Kazan Tatar
- Giilcan, heyirli irte, kizim! Irtengi as ezir.
- Heyirli irte, enkey, hezir kilecekmin.
Ullar1 Erkinnin bugin derisleri yuk.
Giilcan hanim Colpanga eytti:
- Abiymnni uyatma, Colpan!
- Yary, enkey.
Murat bey, Giilcan hanim hem Colpan Sstel artinta sdyleseler.
- Erkin uyanmadimi Giilcan?
- Eyi, Murat, ul kice son kaytt1, biraz yoklasin.
- Nige kice songa kald1 iken?
- Matélar (uyinnari) bulgan, bik arip kaytti.
- Eti! Bugin anatomiyadan imtihanim bar.
- E, sulaym1? Yahs1 hezirlendinmi son?
- Eyi eti, fekat (emma) bik nik dulkinlanamin.
- Kizim, yomirka agsamiyga kitme, yartymi?
- Songa kalamin, enkey, biigin yomirka asamasam bulmasmi1?
- Yahsi, kizim, uramda sak bul!
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