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ASSESSMENT OF INTERACTION AND CONFOUNDING EFFECTS IN 

LOGISTIC REGRESSION MODEL: AN APPLICATION IN A CASE-

CONTROL STUDY OF STOMACH CANCER 

 

ABSTRACT 

 

Stomach cancer (SC) is a major cause of cancer death worldwide. Stomach cancer 

is the second most common cancer in men and third in women in Turkey. 

Glutathione S-transferases (GSTs) appear to play a critical role in the protection from 

the effects of carcinogens. The contribution of GSTM1 and GSTT1 genotypes to 

susceptibility to the risk of SC and their interaction with cigarette smoking are still 

unclear in Turkish population. The aim of this study was to determine whether there 

was any association between genetic polymorphisms of GSTM1 and GSTT1 and SC 

as well as any interaction between polymorphisms and smoking. 

 

The case-control study was carried out in İzmir, Turkey. The data were collected 

by questionnaire from 127 SC cases and 101 healthy controls. The relationships 

between SC and determined risk factors were assessed using ORs and 95 percent CIs 

derived from univariate, stratified and multivariate analyses. 

 

The finding of the study showed that the prevalences of GSTM1 and GSTT1 null 

genotypes were 58.2 percent and 22.8 percent in cases, 46.5 percent and 22.2 percent 

in controls, respectively. In stratified analysis, we found that gender and age were 

confounder. There were no interactions in all multivariate analysis. This study 

revealed that GSTM1 polymorphism in SC has a potential role for interaction 

between this polymorphism and smoking. Our data suggested an increased risk for 

GSTM1 genotype although a significant association was not found. There was no 

association for GSTT1 genotype in cases and controls.  

 

Keywords: Confounding, Interaction, GSTM1 and GSTT1 Genotypes, Stomach 

Cancer. 
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LOJİSTİK REGRESYON MODELİNDE ETKİLEŞİM VE KARIŞTIRICI 

ETKİLERİNİN DEĞERLENDİRİLMESİ: MİDE KANSERİ ÜZERİNE BİR 

OLGU-KONTROL ÇALIŞMASINDAKİ UYGULAMASI 

 

ÖZ 

 

Mide kanseri tüm dünyada kanser ölümlerinin başlıca nedenidir. Türkiye’de mide 

kanseri vakaları, erkeklerde ikinci sırada iken kadınlarda üçüncü sırada yer alır. 

Glutathione S-transferases (GSTs) enzimleri, kanserojenlerin etkilerinden korunmada 

önemli bir rol oynar. GSTM1 ve GSTT1 genlerinin sigara içme ile etkileşimlerinin 

mide kanseri riskine katkısı Türk populasyonunda hala tam olarak bilinmemektedir. 

Bu çalışmanın amacı, GSTM1 ve GSTT1 genlerine ait bozulumların sigara içme ile 

arasındaki etkileşimleri de göz önüne alındığı durumda bu bozulmalar ile mide 

kanseri arasındaki ilişkinin var olup olmadığını belirlemektir. 

 

İzmir ilinde gerçekleştirilen bu olgu kontrol çalışmasına ait veri seti, 127 mide 

kanserli hastadan ve 101 sağlıklı kontrolden anket çalışması ile toplanmıştır. 

Belirlenmiş risk faktörleri ve mide kanseri arasındaki ilişkiler, tek değişkenli, 

tabakalandırma ve çok değişkenli analizlerden elde edilen odds oran değerleri ve bu 

oranların yüzde 95 güven aralıkları bulunarak incelenmiştir. 

 

Bu çalışmada GSTM1 ve GSTT1 bozuk genlerinin prevelansı sırasıyla olgularda 

yüzde 58,2 ve 22,8, kontrollerde ise yüzde 46,5 ve 22,2 olarak bulunmuştur. 

Tabakalandırma analizlerinde yaş ve cinsiyet karıştırıcı etki olarak bulunmuştur. Çok 

değişkenli analizlerde ise etkileşim bulunmamıştır. Mide kanseri olmada GSTM1 

bozulumu ile sigara arasındaki etkileşimin potansiyel bir rolde olduğu bulunmuştur. 

Olgu ve kontrollerde GSTM1 geni anlamlı olarak bulunmamasına rağmen, bu veri 

setinde GSTM1 geninin mide kanseri için artan bir risk faktörü olduğu bulunmuştur. 

Diğer yandan olgu ve kontrollerde GSTT1 geni için bir ilişki bulunmamıştır.  

 

Anahtar Kelimeler: Karıştırıcı Etki, Etkileşim, GSTM1 and GSTT1 Genleri, 

Mide Kanseri. 



 

 

 

vi

CONTENTS 
 

 
Page

 

Ph. D. THESIS EXAMINATION RESULT FORM …………………………. ii

ACKNOWLEDGEMENTS …………………………………………………... iii

ABSTRACT ………………………………………………………………….. iv

ÖZ …………………………………………………………………………….. v

 

CHAPTER ONE – INTRODUCTION …………………………………….. 1

 

CHAPTER TWO - LITERATURE REVIEWS ..…………………………. 3

 

   2.1 Literature Review of Logistic Regression Model ………………………. 3

   2.2 Literature Review of Interaction and Confounding Effects ……………. 3

   2.3 Literature Review of GST’s Genotypes and Stomach Cancer …………. 4

 

CHAPTER THREE - GENERAL INFORMATION ABOUT LOGISTIC 

REGRESSION MODEL ……………………………………………………. 7

 

   3.1 Regression Model with Binary DependentVariable ...…….……………. 7

   3.2 Special Problems When Dependent Variable is Binary ………………... 8

   3.3 Logistic Response Function …………………………………………….. 8

   3.4 Fitting of Multiple Logistic Regression Model ………………………… 9

        3.4.1 Likelihood Function ……..………………………………………… 10

        3.4.2 Maximum Likelihood Estimation Method ………………………... 11

        3.4.3 Dummy Variable ………………………………………………….. 12

   3.5 Testing for the Significance of the Coefficients ………………………... 13

        3.5.1 Likelihood Ratio Test …………...………………………………… 14

        3.5.2 Wald Test …...…..…………………………………………………. 16

        3.5.3 Score Test ………...………………..……………………………… 17



 

 

 

vii

   3.6 Interpretation of the Coefficients………………………………………... 17

        3.6.1 Dichotomous Independent Variable …….………………………… 18

        3.6.2 Polytomous Independent Variable ……………………………........ 19

        3.6.3 Continuous Independent Variable ……………………………........ 19

   3.7 Model Building Procedures in Logistic Regression Model …………….. 20

   3.8 Validation in Logistic Regression Model ………………………………. 21

        3.8.1 The Hosmer-Lemeshow Test ……………………………………… 22

   3.9 Multicollinearity in Logistic Regression Model ………………………... 23

 

CHAPTER FOUR - INTERACTION AND CONFOUNDING EFFECTS 

IN LOGISTIC REGRESSION MODEL …………………………………... 

24

 

   4.1 Definition of Interaction and Confounding Effects …………………….. 25

   4.2 Additive and Multiplicative Interaction Effects ………………………... 26

   4.3 Modeling of Interaction Effect in Logistic Regression Model …………. 27

   4.4 Testing of Interaction Effect in Logistic Regression Model …………… 28

        4.4.1 Hierarchical Logistic Regression ………………………………….. 28

        4.4.2 Breslow Day Test …………………………………………………. 29

   4.5 Interaction Effect Between Categorical (Qualitative) and Continuous       

         (Quantitative) Independent Variables in Logistic Regression Model ….. 

31

        4.5.1 Interaction Effect Among Categorical Independent Variables …..... 31

        4.5.2 Interaction Effect Between Categorical and Continuous 

                 Independent Variables …………………………………………….. 

32

        4.5.3 Interaction Effect Among Continuous Independent Variables …..... 33

   4.6 Assessment of Interaction Effect ….………………………………..…... 33

   4.7 Evaluation of Confounding Effect ……………………………….……... 34

   4.8 Reducing of Confounding Effect ……………………………………….. 36

 

 

 

 

 



 

 

 

viii

CHAPTER FIVE – APPLICATION AND RESULTS……………………. 39

 

   5.1 Study Population ………………………………………………………... 40

   5.2 Cancer Cases and Controls ……………………………………………... 40

   5.3 Variables of Risk Factors ……………………………….………………. 41

   5.4 Data Collection ………………………………………….……………… 43

   5.5 Statistical Analysis ……………………………………………………… 44

   5.6 Results …………………………………………………………………... 45

        5.6.1 General Characteristics of the Study Population ………………….. 45

        5.6.2 The Association of GSTM1 and GSTT1 Genotypes and Stomach 

                 Cancer ……………………………………………………………... 

51

        5.6.3 Stratified Analysis for Interaction and Confounding ……………… 53

        5.6.4 Biological Approach of Interaction ……………………………….. 66

        5.6.5 Multivariate Analysis ……………………………………………… 68

 

CHAPTER SIX – CONCLUSION ….……………………………………… 75

 

REFERENCES ……………………………………………………………… 80

 

APPENDICES ……………………………………………………………….. 89

 

 

 

 

 

 

 

 

 

 

 



 

 

 

1

CHAPTER ONE 

INTRODUCTION 

 

The logistic regression analysis is one of the statistical techniques and it is used in 

predictive probability modeling. This logistic regression model is a member of a 

general class of models called log-linear models. This model is used for categorical 

dependent (response, outcome) variables. It describes the relationship between the 

categorical dependent variable and any types of independent (explanatory, exposure) 

variables. This model is particularly useful when studying contingency tables. For 

this reason this model is used in many different sciences. Logistic regression model 

is used extensively and successfully in the medical sciences to describe the 

probability or risk of developing a condition (Le, 2003) and it is used in the social 

sciences (Jaccard, 2001). 

 

In recent times, logistic regression model is used in epidemiologic studies 

connected with gene-environment association. Of course, there are some reasons for 

these associations in the epidemiologic studies. These are bias, confounding and 

interaction effects. An essential aim of the design and analysis phases of any study is 

to prevent, reduce and assess bias and confounding effect (Jepsen et al., 2004). On 

the other hand, interaction effect can not be prevented, but it can be controlled with 

statistical methods. Besides, the interaction and confounding effects are used for 

model building in the statistical models. 

 

In the statistical models, the interaction effect is said to exist when the effect of an 

independent variable on a dependent variable differs depending on the value of a 

third variable. This third variable is commonly called a “moderator variable” or “risk 

factor”. But confounding exists if meaningfully different interpretations of the 

relationship of interest result when a third variable is ignored or included in the data 

analysis. Interaction effect is firstly investigated before confounding effect.
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Interaction and confounding effects can be investigated in gene-environment 

relation. In this thesis, Glutathione S-transferases (GSTs) genotypes (enzymes) will 

be investigated with interaction and confounding effects in gene-environment 

relation. GSTs genotypes are involved in the detoxification of many potential 

carcinogens. The contribution of GSTM1 and GSTT1 genotypes to susceptibility to 

the risk of stomach cancer and their interaction with cigarette smoking are not clear 

in many ethnic groups. The aim of this thesis is to determine whether there is any 

relationship that can be defined as interaction and confounding effects between 

genetic polymorphism of GSTM1 and GSTT1 genotypes and risk factor as smoking 

status in stomach cancer.  

 

This thesis contains six chapters. In Chapter 1, whole study is summarized 

shortly. In Chapter 2, literature reviews about logistic regression model, interaction 

and confounding effects, risk factors and stomach cancer patients with(out) GSTs 

genotypes are summarized. In Chapter 3, basic features of a logistic regression model 

are described. In Chapter 4, interaction and confounding effects in the multiple 

logistic regression model are examined. In Chapter 5, investigation of interaction and 

confounding effects in stomach cancer patients with(out) GSTs genotypes are 

examined with statistical methods (Univariate Analysis ( 2χ  test), Stratified Analysis 

(Breslow Day test, Crude Odds Ratio, Stratified Odds Ratio, Mantel&Haenszel Odds 

Ratio), Multivariate Analysis (Logistic Regression). In this chapter, applications and 

results about the study are given. In last chapter, the conclusion of the study is 

discussed. 
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CHAPTER TWO 

LITERATURE REVIEWS 

 

2.1 Literature Review of Logistic Regression Model 

 

The general informations that are the interpretation of coefficients, model building 

strategies, some diagnostic measures of the multiple logistic regression models were 

investigated by Hosmer & Lemeshow (2000). In addition, some main titles that are 

binomial distribution, Hosmer–Lemeshow test, likelihood, likelihood ratio test, logit 

function, maximum likelihood estimation, odds, odds ratio, predicted probability, 

Wald test were investigated by Bewick, Cheek & Ball (2005) in logistic regression 

model. Rousseeuw & Christmann (2003) studied about outliers in logistic regression 

model. Also logistic regression model has been used extensively and successfully in 

medical sciences to describe the probability or risk of developing a condition that can 

be disease over a specified time period as a function of certain risk factors (Le, 

2003). In addition, the logistic regression model has been used in the social sciences 

(Jaccard, 2001; Pampel, 2000). Nowadays, logistic regression model is used in the 

gene-environment relation. For example, the interaction effects between some null 

genotypes as GSTM1 and GSTT1 and risk factors as smoking, alcohol drinking, 

nutritional and medical factors in stomach cancer were investigated with logistic 

regression model by Setiawan et al. (2000), Gao et al. (2002), Boccia et al. (2007). 

 

2.2 Literature Review of Interaction and Confounding Effects 

 

Interaction effect is used by social, medical and scientific scientists. The most 

popular scientists about interaction effects in literature are as follows: Fisher (1926), 

Rothman et al. (1980; 1998), Kopman (1981), Greenland (1983; 1993), Smith & Day 

(1984), Kleinbaum et al. (1988), Thompson (1991), Kleinbaum (1994), Assmann et 

al. (1996), Figueiras et al. (1998), Jaccard (2001), Skrondal (2003), Preacher (2004),
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Rodriguez & Llorca (2004), Royston & Saurbrei (2004), Jepsen et al. (2004), 

Ahlbom & Alfredsson (2005), Kalilani & Atashili (2006), respectively. 

 

Confounding effect is commonly used by medical scientists. The most popular 

scientists about confounding effects in literature are as follows: Miettinen & Cook 

(1981), Boivin & Wacholder (1985), Greenland & Robins (1985), Grayson (1987), 

Solis (1998), McNamee (2003; 2005), Jepsen et al. (2004), Rodriguez & Llorca 

(2004), Ylöstalo & Knuuttila (2006), Bhopal (2007), Dorak (2007), Schneider 

(2007), respectively. 

 

Nowadays, interaction effect between GSTM1 and GSTT1 genotypes and 

smoking risk factor was investigated by Setiawan et al. (2000), Gao et al. (2002), 

Tamer et al. (2005) and Schneider et al. (2006). Confounding effect with risk factors 

as gender and age was investigated by Chow et al. (1997). Interaction and 

confounding effects between GSTM1 and GSTT1 genotypes and possible risk 

factors (age, gender, smoking (pack year), education, alcohol drinking, salt intake, 

fruit intake, BMI) was investigated by Setiawan et al. (2000). 

 

2.3 Literature Review of GST’s Genotypes and Stomach Cancer 

 

According to WHO, stomach cancer is a major cause of cancer death worldwide. 

It is very common in certain Asian, Central European, Central and South American 

countries. Each year there are 59,300 cases in the USA, 2,800 in Canada, 2,000 in 

Australia and 9,100 in the UK. 50 years ago stomach cancer was the most common 

type of cancer. Now it is number 5 or 6 in most western countries. For example, 

stomach cancer is now the 7th common cancer among adults in the UK. Generally, 

out of every 100 cancers diagnosed, 3 are cancer of the stomach. Worldwide, there 

are nearly 800,000 cases each year.  
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According to the prevalence or incidence, Italy has a high prevalence of stomach 

cancer, affecting about 50% of the "normal" population. It also has a moderately high 

incidence of stomach cancer, in the range of 30 cases per 100,000 persons per year. 

In comparison, USA incidence is less than 10 (the world's lowest) cases per 100,000 

persons per year and Japan's rate is about 60 (competing with Korea as the world's 

highest) cases per 100,000 persons per year. San Marino is known for quite a high 

incidence of stomach cancer 50-100 cases per 100,000 persons per year. Korea and 

Japan have the highest rates, ten times the rate in the USA. 

 

Stomach cancer depends on many factors. These are gender, age, diet status, body 

mass index, smoking, family history, intake of food, intake of alcohol, environmental 

exposure etc. Some of these risk factors were investigated by Hirayama (1984), 

Jedrychowski et al. (1986), Hu et al. (1988), Dyke et al. (1992), Nazario et al. (1993), 

Hansson et al. (1994), Lee et al. (1995), Tredaniel et al. (1997), Terry et al. (1998), 

Setiawan et al. (2000) and Yalçın et al. (2006). 

 

GSTs genotypes are involved in the detoxification of many potential carcinogens. 

Several GST gene families have been identified: alpha, mu, theta and pi. GSTM1 and 

GSTT1 are major members of the GST family. The null genotypes of GSTM1 and 

GSTT1 genes may be associated with an increased risk of stomach cancer. These 

genes are absent in 10%-60% of different ethnic populations (35-60% for GSTM1, 

10-60% for GSTT1). Prevalences of these GSTs genotypes in literature are given as 

follows (Ca: cancer, Co: control, -: null genotype): 

 
Table 2.1 Prevalences of GSTs genotypes in different ethnic populations 

 Ca group Co group 

Population GSTM1 - GSTT1 - GSTM1 - GSTT1 - 

English 52.9%  54.8%  

China 48.0% 54.0% 50.0% 38.0% 

Japan - 54.0% - 45.0% 

Italian 56.0% 37.0% 53.0% 22.0% 
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Few studies have correlated environmental factors and genetic susceptibility with 

the risk of stomach cancer, especially in the Chinese population, which has one of 

the highest incidences of stomach cancer in the world. There is no information 

between environmental factors and genetic susceptibility with the risk of stomach 

cancer in Turkey for interaction and confounding effects. Both GSTM1 and GSTT1 

genotypes can be catalyze the detoxification of compounds in cigarette smoke. In this 

study, we aimed to evaluate the association between GSTM1 and GSTT1 genotypes 

and the risk factor as smoking in stomach cancer. In addition, we aimed to find 

possible interaction and confounding effects between GSTM1 and GSTT1 genotypes 

with smoking risk factor. 
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CHAPTER THREE 

GENERAL INFORMATION ABOUT LOGISTIC REGRESSION MODEL 

 

Logistic regression (LogR) is used when the dependent variable (Yi) is nominal or 

ordinal scale and the independent variables (Xi) are of any type of scale (i = 1, 2, …, 

p, p is the number of independent variables). Logistic regression is popular to 

overcome many of the restrictive assumptions of ordinary least square (OLS) 

regression. These assumptions are ordered as follows: 

 

* LogR does not assume a linear relationship between the dependent and the 

independent variable(s).  

* The dependent variable need not be normally distributed. 

* The dependent variable need not be homoscedastic for each level of the 

independents. It means that there is no homogeneity of variance. 

* Normally distributed error terms are not assumed.  

* LogR does not require that the independents be interval scale.  

* LogR does not require that the independents are unbounded.  

 

3.1 Regression Model with Binary Dependent Variable 

 

The dependent variable of interest is not on a continuous scale and it may have 

only two possible outcomes and therefore it can be represented by a binary indicator 

variable taking on values 0 and 1. This dependent variable is measured on a binary 

scale. For example, the dependent variable may be alive or dead, present or absent, 

cancer group or control group. 

 

The simple linear regression model is written as: ii10i XY ε+β+β= , 

n,,2,1i …= . Where Y  is the dependent variable, X  is the independent variable, 

0β  is a constant term and 1β  is a slope coefficient. The expected value of dependent 

variable, { }iYE , has a special meaning in this case. Since { } 0E i =ε , it is written as: 

{ } i10i XYE β+β= . When iY  is a Bernoulli random variable, there are two
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probabilities ( )1,0Yi = . iπ  is the probability that iY =1 and )1( iπ−  is the probability 

that iY =0. The expected value of a Bernoulli random variable is { } iiYE π= . So, 

{ }iYE  is written as { } ii10i XYE π=β+β= . In addition, the variance of a Bernoulli 

random variable, V(Yi), for the simple linear regression model is 

)1())Y(EY(E)Y(V ii
2

iii π−π=−= . 

 

3.2 Special Problems When Dependent Variable is Binary 

 

According to the linear regression model, the error terms are assumed to have a 

normal distribution with a constant variance for all levels of Xi. However, when the 

dependent variable is 0 or 1 binary indicator variable, error terms are not only 

distributed normal but also they don’t have constant variance. The error term 

)X(Y i10ii β+β−=ε  can take on only two values. If iY =1, then the error term takes 

the value as i10ii X1)x(1 β−β−=π−=ε  with the probability )x( iπ . If iY =0, then 

the error term takes the value as i10ii X)x( β−β−=π−=ε  with probability 

)x(1 iπ− . Thus, the assumption of normality does not hold for this model. It is not 

appropriate (Neter et al., 1996). Another problem with the error terms ( iε ) is that 

they do not have equal variances. The variance of iY , V(Yi), for the simple linear 

regression model is )1( ii π−π . Also, the variance of the error terms ( iε ) is the same 

as that of iY , because iε  is equal to )Y( ii π−  and iπ  is a constant. The last problem 

is related with constraints on dependent (response) function. Since the response 

function represents probabilities, the mean responses should be constrained as 

follows: 1)Y(E0 ii ≤π=≤   

 

3.3 Logistic Response Function 

 

The conditional mean, )x( iπ , is shown as: 

 

)x(exp1
)x(exp

)xY(E)x(
i10

i10
ii β+β+

β+β
==π                 (3.1) 
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This specific form is called logistic response function. A transformation of )x( iπ  

is the logit transformation. This transformation is expressed as follows: 

 

i10
x

i

i
i x)e(ln

)x(1
)x(

ln)x(g i10 β+β==⎥
⎦

⎤
⎢
⎣

⎡
π−

π
= β+β                (3.2) 

 

The importance of this transformation is that )x(g i  has many of the desirable 

properties of a linear regression model. The logit transformation is linear in its 

parameters and it may be continuous. In addition, the logit may have range from ∞−  

to ∞ , depending on the range of ix  (Hosmer & Lemeshow, 2000). 

 

3.4 Fitting of Multiple Logistic Regression Model 

 

Multiple logistic regression model for the case of more than one independent 

variable is fitted. In this setting, the vector )x,,x,x(x~ p21 …=  represents the 

collection of p  independent variables for this model. The equations for the 

probability and the logit transformation can be expressed as follows: 

 

))x~(g(exp1
))x~(g(exp

)xxx(exp1
)xxx(exp

)x~(
pp22110

pp22110

+
=

β++β+β+β+

β++β+β+β
=π              (3.3) 

 

pp22110 xxx)x~(g β++β+β+β= …                 (3.4) 

 

There is a sample of n independent observations and it is expressed as )y,x~( ii . 

Where iy  denotes the value of a dichotomous response variable and ix~  is the value 

of the independent variables for the thi  subject. The estimates of these parameters 

are shown as: ),,,(~
p10 βββ=β … . 
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The general methods of estimation in simple or multiple logistic regression model 

are investigated in three main concepts. These are the Maximum Likelihood Method, 

Iteratively Reweighted Least Squares Method and the Minimum Logit Chi-Square 

Method. 

 

3.4.1 Likelihood Function 

 

Likelihood function express the probability of the observed data as a function of 

the unknown parameters. For pairs )y,x~( ii , since 1yi = , the contribution to the 

likelihood function is )x~( iπ . Since 0yi = , the contribution to the likelihood 

function is )x~(1 iπ− . Since iY ’s have a Bernoulli distribution, the probability 

density function can be defined as follows:  

 
ii y1

i
y

iiii ))x~(1()x~()y(f)yY(P −π−π===                (3.5) 

 

Where 0yi =  or 1yi =  for n,,2,1i …= . Since the observations iY  are assumed 

to be independent, the likelihood function can be defined as follows:  

 

∏
=

−π−π=β
n

1i

)y1(
i

y
i

ii ))x~(1()x~()~(L                 (3.6) 

 

In order to maximize this function, the derivative must be taken with respect to 

each of the parameters. Then, the resulting equations would be set equal to zero and 

solved simultaneously. These equations are called likelihood equations. In this case, 

there are (p+1) likelihood equations which are obtained by differentiating the log-

likelihood function with respect to the (p+1) coefficients. In addition, this process 

can be simplified by performing the same analysis on the natural log of the 

likelihood function (Kleinbaum, 1998). Obtaining the likelihood equations are 

expressed as: 

 

[ ] 0)x~(y
n

1i
ii =π∑

=

                   (3.7) 
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[ ] 0)x~(yx ii

n

1i
ij =π−∑

=

 p,,2,1j …=                 (3.8) 

 

Likelihood equations are not linear, solving these equations simultaneously 

requires an iterative procedure that is normally left to a software package. By using 

these packages (SPSS, NCSS, etc…) programs, maximum likelihood estimates of the 

parameters are obtained easily. 

 

3.4.2 Maximum Likelihood Estimation Method 

 

The maximum likelihood estimation method (MLE) is used to calculate the logit 

coefficients. This method yields values for the unknown parameters which maximize 

the probability of obtaining the observed set of data. In order to apply this method, 

the likelihood function is constructed. This method uses the logistic function and an 

assumed distribution of Y to obtain estimates for the coefficients that are most 

consistent with the sample data.  

 

The sum of the observed values of iY  is equal to the sum of the expected values. 

This is shown as: 

 

∑∑
==

π=
n

1i
i

n

1i
i )x~(ˆy                    (3.9) 

 

β̂
~  denote the solution of likelihood equations. In other words, β̂~  is the maximum 

likelihood estimate of ),,,(~
p10 βββ=β … . )x~(ˆ iπ  is the maximum likelihood estimate 

of )x~( iπ  and it estimates the conditional probability that iY  is equal to 1, given 

ixX = . In other words, )x~(ˆ iπ  is the fitted multiple logistic response function for the 

thi  case and the value of  

 

))x~(ĝ(exp1
))x~(ĝ(exp)x~(ˆ

i

i
i +
=π                 (3.10) 
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is computed using β̂~ and ix~ . 

 

MLE is a iterative algorithm and this procedure is complex and usually requires 

numerical search methods. Hence MLE of the logistic regression is done on a 

computer. 

 

3.4.3 Dummy Variable 

 

If some of the independent variables are discreate, ordinal or nominal scaled 

variable (categorical variable) with more than two levels, then the model differs from 

general formula in equation (3.4). For example, education, smoking status, race, sex, 

regions of Turkey, number of treatment groups etc...can be given. If the number of 

variable categories is equal to k, then (k-1) dummy variables must be created. For 

example, one of the independent variables is education and that is coded as “no 

education”, “primary, middle and high school” or “university”. Here, two dummy 

variables are necessary. When the respondent or reference variable is “university”, 

the two dummy variables, 1D  and 2D , would both be set equal to zero; when the 

respondent is “primary, middle and high school”, 1D  would be set equal to 1 while 

2D  would still equal 0; when the respondent is “no education”, 2D  would be set 

equal to 1 while 1D  would still equal 0 (Hosmer & Lemeshow, 2000). It is shown in 

Table 3.1. 

 
Table 3.1 The coding of dummy variables for education 

 Dummy Variable 

Education Variable D 1  D 2  

university 0 0 

primary, middle and high school 1 0 

no education 0 1 
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The notation to indicate dummy variables is more different than the logistic 

regression model. Suppose that the thj  independent variable jx  has jk  levels. The 

)1k( j −  dummy variables are needed and they are denoted as jmD . In addition, the 

coefficients for these dummy variables are denoted as jmβ , )1k(,,2,1m j −= … . The 

logit for a model with p  independent variables and the thj  independent variable 

being discrete is expressed as: 

 

pp

1k

1m
jmjm110 xDx)x~(g

j

β+β++β+β= ∑
−

=

…              (3.11) 

 

3.5 Testing for the Significance of the Coefficients 

 

After estimating the coefficients, an assessment of significance of the variable in 

the fitted model is concerned. This involves formulation and testing of statistical 

hypothesis to determine whether the independent variable in the model is 

significantly related to the response variable (Hosmer & Lemeshow, 2000). The 

approach in testing for the significance of the coefficient of a variable in the model is 

related with the following question “Does the model which includes the variable in 

question tell us more information about the response variable than does a model 

which does not include that variable?”. This question is answered by comparing the 

observed values of the response variable to those predicted by each of two models. If 

the predicted values with the variable in the model are better or clearer, than when 

the variable is not in the model, then the variable in question is said to be significant. 

The comparison is based on the log-likelihood. In addition, it is not important 

question of whether the predicted values that are obtained from saturated model have 

accurate relation or representation of the observed values of response variable in an 

absolute sense or not. This is concerned in goodness of fit. In logistic regression 

model, there are three commonly used tests for hypothesis testing. These are 

Likelihood Ratio Test, Wald Test and Score Test. 
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3.5.1 Likelihood Ratio Test 

 

Comparison of observed to predicted values is based on the log-likelihood 

function in logistic regression. The model which includes all possible terms 

(including interactions) is called as saturated model. In addition, a saturated model is 

one that contains as many parameters as there are data points. The current model is 

the subset of the saturated model. The current model does not include the variable 

investigated by the researcher. The likelihood ratio test statistic is (–2) times of the 

difference between the log likelihoods of saturated and current model. The 

distribution of the likelihood ratio test statistic is closely approximated by the chi-

square distribution for large sample sizes. The degress of freedom of the 

approximating chi-square distribution is equal to the difference in the number of 

regression coefficients in the two models (NCSS, 2004). 

 

The comparison of observed to predicted values is based on the log likelihood 

function. The log likelihood equation takes the form as follows: 

 

)~(Lln),,,(Lln p10 β=βββ …            

{ }∑
=

β++β+β+−β++β+β=
n

1i
pipi110pipi110i ))xxexp(1ln()xx(y ……           (3.12) 

 

To better understand this comparison, it is helpful conceptually to think that an 

observed value of the response variable as also being a predicted value resulting from 

a saturaed model. A saturated model is one that contains as many parameters as there 

are data points. This comparison is obtained as follows: 

 

⎥⎦
⎤

⎢⎣
⎡−=

model saturated  theof likelihood
modelcurrent   theof likelihoodln2D              (3.13) 

 

This expression is called the deviance (D). The deviance for logistic regression 

model plays the same role as sum of squares error (SSE) in linear regression. Using 

minus twice its log is necessary to obtain a quantity whose distribution is known. 
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Also, this procedure can be used for hypothesis testing purposes. This test is called 

Likelihood Ratio Test. In order to determine whether the parameter is significant to 

the model or not, the deviance of the model containing the independent variable is 

compared with the deviance of the model without the independent variable. This 

change in D is called G statistic. This statistic in logistic regression plays the same 

role as the numerator of the partial F test in linear regression. The test statistic is 

expressed as follows:  

 

)s) variable( with themodel for the(D)s) variable(he without tmodel for the(DG −=
 

⎥
⎦

⎤
⎢
⎣

⎡
−=

s) variable( with thelikelihood
s) variable(he without tlikelihoodln2G              (3.14) 

 

In checking the significance of the model, the following null and alternative 

hypotheses are written as follows: 

 

0:H p210 =β==β=β …  

0  theof oneleast At  :H p1 ≠β                (3.15) 

 

The statistic G has a chi-square distribution with )( 12 ν−ν  degrees of freedom 

(df). Here, 2ν  equals to the number of variables in the saturated model plus 1 and 1ν  

equals to the number of variables in the current model plus 1. For this test, the 

decision rule requires that p-value is ( )( ){ } GP 12df,1
2 >χ ν−ν=α− . If this p-value is less 

than α -value, 0H  is rejected. This means that the model would be deemed 

significant. Here, any or all of the coefficients are nonzero. α -value is usually 

accepted as 0.05. For this reason, p-value is compared with 05.0=α  level. On the 

other hand, if p-value is greater than α -value, then the current model is as good as 

the saturated model and the null hypothesis ( 0H ) is failed to reject. In addition, if the 

statistic G is greater than ( )( )12df,1
2

ν−ν=α−χ , then 0H  is rejected. The model is accepted 

as significant. 
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3.5.2 Wald Test 

 

After testing the significance of the model, at least one or perhaps all p  

coefficients can be different from zero. The Wald test statistics are used to see which 

variables are significant. These statistics have the standard normal distribution and 

they are evaluated as follows: 

 

)ˆ(ÊS

ˆ
W

j

j
j

β

β
= ~ )2(Z α                 (3.16) 

 

Under the hypothesis that 0j =β , two tailed valuep −  is evaluated by 

( )WZP > . Standard error of jβ̂  is provided by the square root of the corresponding 

diagonal element of the covariance matrix )ˆ(V jβ . Where, Z denotes a random 

variable following the standard normal distribution. If this p-value is less than given 

α -value, then the null hypothesis is rejected. For this test, p-value can be defined by 

p-value ( )statistic  test  observed  theZP2 >= . 

 

For multivariate case, Wald test is used in statistical package programs. This W 

value is then squared, yielding a Wald statistic with a chi-square distribution. 

However, several authors have identified problems with use of the Wald statistics. 

Menard warns that for large coefficients, standard error is inflated, lowering the 

Wald statistic (chi-square) value (Menard, 1995). Agresti states that the likelihood 

ratio test is more reliable for large sample sizes than the Wald test. (Agresti, 2002) 

The Wald test is obtained from the following vector-matrix calculation. 

 

β⎥⎦
⎤

⎢⎣
⎡ ββ=

−

∑ ~̂~̂~̂W
1

'                  (3.17) 

 

W has a chi-square distribution with (p+1) degrees of freedom under the 

hypothesis that each of the (p+1) coefficients are equal to zero. A similar situation 
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can be done with excluding 0β̂  from the analysis, then W will be distributed as chi-

square with p  degrees of freedom. 

 

3.5.3 Score Test 

 

Score test is based on the conditional distribution of the p derivatives of )~(L β  

with respect to β~ . The computation of the score test is as complicated as the Wald 

test. 

 

3.6 Interpretation of the Coefficients 

 

The estimated coefficients for the independent variables give the slope or rate of 

change of a function of the dependent variable per unit of change in the independent 

variable. The function of the dependent variable yields a linear function of the 

independent variables. This is called a link function. In linear regression model, it is 

the identity function. In logistic regression model, the link function is the logit. 

 

In linear regression model, the slope coefficient, 1β , is equal to the difference 

between the value of the dependent variable at )1x( +  and the dependent variable at 

x . It is expressed as follows:  

 

)xx(y)1xx(y1 =−+==β                (3.18) 

 

In logistic regression, model it is expressed as follows: 

 

( ){ } 11010 x)1x()1x(1)1x(ln)1x(g β+β+β=+β+β=+π−+π=+           (3.19) 

 

Here, the logit difference is equal to 1β  and it is evaluated as follows: 

 

110 ))x(()1x(g)x(g)1x(g β=β−β−+=−+               (3.20) 
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3.6.1 Dichotomous Independent Variable 

 

In this case, independent variable (x) can take only two values and it is coded as 0, 

1. In logistic regression model, there are two values of )x(π  and two values of 

)x(1 π− . The odds of the outcome being present among individuals with 1x =  and 

0x =  are expressed respectively. 

 

)1(1
)1(

)1x0y(P
)1x1y(P

π−
π

=
==

==
   

)0(1
)0(

)0x0y(P
)0x1y(P

π−
π

=
==

==
          (3.21) 

 

The logit is defined to be the logarithm (natural exponential) of the odds. They are 

defined by )1(g  and )0(g  for dichotomous independent variable. The “odds ratio = 

OR” is defined as the ratio of the odds for 1x =  to the odds for 0x =  and it is 

expressed as follows: 

 

))0(1(
)0(

))1(1(
)1(

OR

π−
π

π−
π

=                 (3.22) 

 

)exp(OR 1β=                  (3.23) 

 

The log of OR is called logit difference (log odds ratio) and it is expressed as: 

( )[ ] ( )[ ] 1)0(g)1(g)0(1)0(ln)1(1)1(ln)ORln( β=−=π−π−π−π= . OR can take any 

value between 0  and ∞ . OR gives us the effect of a one-unit change in X on the 

probability that 1Y = . If OR equals 1, the effect is estimated to equal 0. If OR is 

greater than 1, for example R̂O  equals 1.8, a one-unit increase in X raises the 

probability of 1Y =  by 0.8, or 80%. On the other hand, If OR is less than 1, for 

example R̂O  equals 0.2, the effect of X on Y is negative: a one-unit increase in X 

leads to a 80% reduction in the probability of 1Y = . 
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The variance is evaluated by [ ])d/1()c/1()b/1()a/1()ˆ(V 1 +++=β . Where a, b, 

c, d are cell frequencies in the 22×  table of XY × . The distribution of the estimate 

of OR tends to be skewed to the right. Thus, confidence interval is usually based on 

1β̂  which is closer to being normally distributed. 1β̂ ~ ))ˆ(V,(N 11 ββ  The confidence 

interval for the odds ratio is { })ˆ(SEZˆexp 1211 β±β α− . 

 

3.6.2 Polytomous Independent Variable 

 

In this case, if the independent variable takes three or more levels, then, it is called 

polytomous independent variable. For example, nominal scale variable X is coded at 

4 levels. Thus, (4-1)=3 dummy variables are created.  

 

3.6.3 Continuous Independent Variable 

 

In this case, when there is an independent continuous variable in the model, the 

unit of this variable should be defined. Most often the value of “1” is not biologically 

very interesting. For example, increased risk for 1 additional year of age or mmHg in 

systolic blood pressure or mg/100 ml of cholesterol are not very interesting. But, A 

change of 10 years or 5 mmHg or 25 mg/100 ml may be more meaningful. The log 

odds ratio for a change of c  units in X, OR and variance of the variable are 

expressed respectively as follows:  

 

1c)x(g)cx(gx β=−+=   1ce)x,cx(OR β=+  

{ } )ˆ(Vc))x,cx(R̂O(lnV 1
2 β=+                           (3.24) 

 

100% confidence interval is evaluated as:  

 

))ˆ(SEcZˆcexp(OR))ˆ(SEcZˆc(exp 12111211 β+β≤≤β−β α−α−           (3.25) 
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3.7 Model Building Procedures in Logistic Regression Model 

 

If there are more variables included in the model, then standard errors of estimates 

become greater. While there are many independent variables in the model, model 

building and devoloping include more complex situations. For this reason, to select 

less variables is very important. There are different ways used for variable selection 

in logistic regression model. These are the univariate analysis and the multivariate 

analysis. Multivariate analysis consists on two methods. These are stepwise logistic 

regression methods (Forward Selection, Backward Elimination) and best subset 

logistic regression method. 

 

The variable selection process begins with univariate analysis of each variable. 

The variables are selected for the multivariate analysis after fitting the univariate 

analysis. Any variable whose univariate test has a p-value 20.0≤  is considered as 

candidate for the multivariate model along with all variables of known clinical 

importance. Otherwise, if any variable’s p-value is greater than 0.20, then this 

variable is excluded from the model. The importance of each variable included in the 

multivariate logistic regression model should be verified. Variables that do not 

contribute to the model are eliminated from the model and the new model is 

constructed. The new model are compared to the old model through the likelihood 

ratio test (Hosmer & Lemeshow, 2000). Stepwise logistic regression is an extremely 

popular method for model building. Stepwise procedures assume an initial model and 

then use rules for adding or delating terms to arrive at a final model (Cristensen, 

1997). There are two procedures for model building in the stepwise logistic 

regression method. The forward selection process adds variables sequentially to the 

model until further additions do not improve the fit. At each stage, the variable 

giving the greatest improvement in the fit is selected. The maximum p-value for the 

final model is a sensible criterion. A stepwise variation of this procedure retests, at 

each stage, variables added at previous stages to see if they are still needed. The 

backward elimination process begins with a complex model and sequentially 

removes variables. At each stage, the variable with least damaging effect on the 
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model is removed. The process stops when any further deletion leads to a 

significantly poorer-fitting model. 

 

It is so clear that modeling is a useful process both for prediction of future 

observables and for describing the relationship between variables. Large models 

reproduce the data on which they were fitted better than smaller models. The 

saturated model provides a perfect fit of the data. However, smaller models have 

more powerful interpretations and are often better predictive tools than large models. 

Often, the main goal is to find the smallest model that fits the data (Cristensen, 

1997). 

 

3.8 Validation in Logistic Regression Model 

 

Regression models are powerful tools frequently used to predict a dependent 

variable from a set of independent variables. An important problem is whether results 

of the regression analysis on the sample can be extended to the population the sample 

has been chosen from. If this happens, then the model is said to be a good fit. This is 

investigated in the topic “model validation analysis”. Model validation analysis is 

used in logistic regression model with some statistical tests and methods. After fitting 

the logistic regression model, it is useful to test its effectiveness by using goodness of 

fit tests. In addition, it is decided whether the fit of the model is adequate by using 

goodness of fit tests or not. One of them is deviance test and the other is Hosmer-

Lemoshow test. Here, the null hypothesis is that the model of interest fits well. The 

observed values of the outcome variable in vector form is denoted as y  where 

)y,,y,y(y n21
* …=  and the fitted values of the outcome variable in vector form as 

ŷ  where )ŷ,,ŷ,ŷ(ŷ n21
* …= . )ŷy( i −  is defined to be residual and its value must 

be small )n,,2,1i( …= .  
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3.8.1 The Hosmer-Lemeshow Test 

 

The aim of the Hosmer-Lemeshow test is to make a group of the values of the 

estimated probabilities. 10 groups are created )10g( = . The first group contains 

10nn *
1 =  subjects having the smallest estimated probabilities. The last group 

contains 10nn*
10 =  subjects having the largest estimated probabilities. The each 

group’s *
kn  equals to 10n  )10,,2,1k( …= . For the 1y =  row, the estimates of the 

expected values are found by summing the estimated probabilities over all subjects in 

a group. For 0y =  row, the estimates of the expected values are found by subtracting 

from 1 (1-the estimated probabilities over all subjects in a group). The Hosmer-

Lemeshow goodness of fit statistics is denoted by Ĉ  and it is evaluated as follows: 

 

∑
= π−π

π−
=

g

1k kk
*
k

2
k

*
kk

)1(n
)no(Ĉ                  (3.26) 

 

Where *
kn  is the number of covariate patterns in the thk  group.  

 

∑
=

=
*
kn

1j
jk yo                   (3.27) 

 

Where ko  is the number of responses among *
kn  covariate patterns. In addition, 

kπ  is the average estimated probability and it is calculated as  

 

∑
=

π
=π

*
kn

1j
*
k

jj
k n

ˆm
                 (3.28) 

 

The distribution of the statistic Ĉ  is well approximated by the chi-square 

distribution with )2g( −  degrees of freedom, , when j is equal to n and the fitted 

logistic regression model is the correct model. If the value of the Hosmer-Lemeshow 

goodness of fit statistic computed from “deciles of risk” table is less than the 
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corresponding p-value computed from the chi-square distribution with 8 degrees of 

freedom, then the model is accepted to fit quite well.  

 

The Hosmer-Lemeshow goodness of fit statistic is easily interpretable and it can 

be easily applied to data. It is illustrated as follows: 

 
Table 3.2 Observed and estimated expected frequencies 

                                                                           Decile of Risk 

Y  1 2 … 10 Total 

Y=1 
Obs 11o  12o  …  110o  

n 1  
Exp 11π  12π  …  110π  

Y=0 
Obs 01o  02o  …  010o  

n 0  
Exp 01π  02π  …  010π  

Total n/10 n/10 … n/10 n 

 

3.9 Multicollinearity in Logistic Regression Model 

 

A set of variables are exactly collinear if one of them is a linear function of the 

others. In other words, two variables are collinear if they are highly correlated. 

Multicollinearity in logistic regression models is a result of strong correlations 

between independent variables. The existence of multicollinearity inflates the 

variances of the parameter estimates. That may result, particularly for small and 

moderate sample sizes, in lack of statistical significance of individual independent 

variables while the overall model may be strongly significant. Multicollinearity may 

also result in wrong signs and magnitudes of regression coefficient estimates, and 

consequently in incorrect conclusions about relationships between independent and 

dependent variables. Multicollinearity can be detected in high correlation coefficient 

and R2 values. The problem of multicollinearity can be overcomed by using Ridge 

Logistic Regression Method.  
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CHAPTER FOUR 

INTERACTION AND CONFOUNDING EFFECTS IN LOGISTIC 

REGRESSION MODEL 

 

In clinical epidemiology, the two basic components of any study are exposure and 

outcome. The exposure can be a risk factor or a treatment. The outcome is usually 

death or disease. Risks, rates, prevalences and odds are common measures of the 

frequency of an outcome. Comparing them between groups yields relative frequency 

measures that are relative risks, rate ratios, prevalence ratios and odds ratios. The 

main study designs in observational studies are cohort, case-control and cross 

sectional studies. In a cohort study, patients with different levels of exposure are 

followed forward in time to determine the incidence of the outcome in question in 

each exposure group. With this design, the investigator can study several outcomes 

within the same study. The most common frequency measures are relative risks and 

incidence rate ratios. In a case-control study, the first step is to identify the outcome 

of interest or the cases. That makes it a good design for studying rare outcomes. 

Having identified the cases, the investigator selects the controls from the source 

population. The level of exposure is compared between cases and controls. The 

relative frequency measure is the odds ratio. The estimate is better if the disease is 

rare. In a cross sectional study, exposure and outcome are measured simultaneously. 

Prevalence rates can be compared between groups (Jepsen et al., 2004). 

 

There can be noncausal associations in epidemiologic studies. These are bias, 

confounding and interaction effects. An essential aim of the design and analysis 

phases in any study is to prevent, reduce and assess bias and confounding effect. 

Interaction should be treated differently from confounding. Interaction can not be 

prevented or reduced, it can be assessed with statistical methods.  

 

In this chapter, interaction and confounding effects in the multiple logistic 

regression model are examined. 
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4.1 Definition of Interaction and Confounding Effects 

 

The interaction effect is said to exist when the effect of an exposure variable on an 

outcome variable differs depending on the value of a risk factor variable. Jaccard 

(2001), called the exposure variable and the risk factor as “focal variable” and 

“moderator variable”, respectively. For example a researcher wants to determine 

whether a clinical treatment for depression is more effective for males than females. 

It is evident in this case that gender is the moderator variable and the presence versus 

absence of the treatment is the focal variable (Jaccard, 2001). 

 

Confounding effect differs between the comparison groups and this confounder 

may affect the outcomes. Confounding exists if meaningfully different 

interpretations of the relationship of interest result when a risk factor variable is 

ignored or included in the data analysis. Confounding is known as “mixing of the 

effect” of the exposure-outcome relationship of interest with that of a third factor that 

is called “confounder”. Confounding occurs when the exposed and non-exposed 

groups in the source population are not comparable, because of inherent differences 

in background outcome. Confounding can also be introduced into a study through 

selection factors (response bias) or misclassification of exposure or outcome.  

 

As seen in Figure 4.1, smoking is associated with drinking alcohol but it is not the 

result of drinking alcohol. Smoking is a significant risk factor for lung cancer. 

Smoking is correlated with alcohol consumption and a risk factor even for those who 

do not drink alcohol. Alcohol consumption may be correlated with smoking but is 

not a risk factor in non-smokers. In addition, it can be considered how strongly the 

confounder is associated with the outcome (Dorak, 2006).  
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Figure 4.1 The relationship between alcohol, lung cancer and smoking 

 

The interaction and confounding effects are used for model building in the 

statistical models. In addition, the relationship between categorical outcome variable 

and any types of exposure variables are measured using the OR and their 95% CIs 

derived from logistic regression analysis determining for interaction factor and 

controlling for possible confounding factor using any software (SPSS, NCSS, etc…). 

Crude and stratified ORs are calculated for exposure variables. Dummy variables are 

used to estimate the OR for each category of exposure variables in logistic regression 

analysis. 

 

4.2 Additive and Multiplicative Interaction Effects 

 

Departures from additive and multiplicative interaction effects between exposure 

and risk factors are evaluated. The null hypotheses of additivity and multiplicativity 

can be tested easly. A more than additivity interaction is indicated when: 

 

OR11 > OR10 + OR01 – 1                  (4.1) 

 

Where OR11 = OR when both factors are present, OR10 = OR when only factor 1 

is present and OR01 = OR when only factor 2 is present. A more than multiplicativity 

interaction is suggested when: 

 

OR11 > OR10 ×  OR01                  (4.2) 

 

The departures from additivity and multiplicativity effects are assessed by 

including main effect variables and their product terms in logistic regression model. 
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4.3 Modeling of Interaction Effect in Logistic Regression Model 

 

The most common approach to modeling interactions in logistic regression model 

is to use product terms. Logistic regression model with two continuous independent 

variables (X and Z) is 

 

ZX)(itlog 210 β+β+β=π                  (4.3) 

 

Where Z is a moderator variable and X focal variable. There is an interaction 

effect such that the effect of X on the outcome variable differs depending on the 

value of Z. One way of expressing this is to model 1β  as a linear function of Z. 

 

Z301 β+β′=β                    (4.4) 

 

According to this formulation, for every 1 unit that Z changes, the value of 1β  is 

predicted to change by 3β  units. The expression in equation (4.4) for 1β  is 

substituted in equation (4.3). 

 

ZX)Z()(itlog 2300 β+β+β′+β=π                 (4.5) 

 

Equation (4.6) is evaluated with multiplying equation (4.5) 

 

ZXZX)(itlog 2300 β+β+β′+β=π                 (4.6) 

 

The interaction model with a product term is obtained after assigning new labels 

to the coefficients and rearranging term. This model is obtained as 

 

XZZX)(itlog 3210 β+β+β+β=π                 (4.7) 
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4.4 Testing of Interaction Effect in Logistic Regression Model 

 

Interaction effect is tested using hierarchical logistic regression and the 

homogeneity test of odds ratios in logistic regression model. This homogeneity test is 

called Breslow Day test.  

 

4.4.1 Hierarchical Logistic Regression 

 

Kleinbaum (1994) suggests that the interaction effect in logistic regression is 

found by hierarchically well formulated models. A hierarchically well formulated 

model is one in which all lower order components of the highest order interaction 

term are included in the model. For example, if interest is an a two way interaction 

between two continuous variables (X, Z), then a hierarchically well formulated 

model includes X, Z and XZ as independent variables. For a categorical independent 

variables, 1D  and 2D , and continuous variable Z, hierarchically well formulated 

interaction model includes 1D , 2D , Z, ZD1  and ZD2  (Jaccard, 2001). 

 

Interaction effect with hierarchically well formulated model is tested using 

hierarchical logistic regression in which one determines whether the product terms 

significantly improve model fit over and above the case where no product terms are 

included in the model. This approach involves estimating 2χ  values for each of the 

(4.3) and (4.7) equations. Equation (4.3) is “no interaction” model and equation (4.7) 

is “interaction” model. In another words, the interaction between two continuous 

variables (X, Z) is represented by a single product term as equation (4.3) and it is a 

single degree of freedom interaction. In such cases, the statistical significance of the 

interaction can be determined either by conducting a hierarchical test of changes in 
2χ  values reflecting model fit or by examining the significance test of the logistic 

coefficient associated with the single product term. If the logistic coefficient for the 

product term is not statistically significant, then this implies that the interaction effect 

is not statistically significant. Hierarchical test uses differences in 2χ  results based 
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on likelihood ratio statistics. The alternative criterion at the level of coefficients is 

also used. This criterion is called Wald test.  

 

For example, suppose that 2χ value of the “no interaction” model is 24.75 with   

df = 3 and 2χ value of the “ interaction” model is 34.19 with df = 5. The difference in 

the 2χ  value is 34.19 - 24.75 = 9.44, which is distributed as a 2χ  with df equal to the 

difference in their df, 5 – 3 = 2. Consulting a table of critical 2χ  values for 05.0=α  

and df = 2, the 2χ  difference is statistically significant and this implies that there is a 

significant interaction effect. 

 

4.4.2 Breslow Day Test 

 

Rothman and Greenland (1998) suggest the use of stratified data as a temporary 

tool in data analysis. They suggest that in stratified data, stratum-specific estimates 

should be calculated first and if interaction is present, stratum-specific estimates 

should be reported since summary estimates do not convey information on the 

pattern of variation of stratum-specific estimates. In a situation where data are 

reasonably consistent, a singular estimate should be calculated either by summarizing 

stratum-specific estimates or by ignoring the stratification variable, depending on the 

situation and the p-value for this should be calculated. However, Breslow and Day 

suggests the procedure to identify interaction. This procedure can be ordered as 3 

steps. 

 

• Calculate the appropriate crude measure of association between exposure and 

outcome. This measure can be risk ratio (RR) or odds ratio (OR). 

• Calculate RR’s or OR’s for the association when data has been stratified 

according to levels of the third variable (one for each level).  

• Use Breslow Day (BD) test.  
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Breslow-Day statistics is used for stratified analysis of 2×2 tables. BD statistics 

tests the null hypothesis of homogeneous odds ratios. BD tests the null hypothesis 

that the odds ratios for the “s” strata are all equal. When the null hypothesis is true, 

this statistics has an asymptotic chi-square distribution with “s-1” degrees of 

freedom. Hypothesis of BD test is shown as follows: 

 

H0: OR1 = OR2 = …=ORs                  (4.8) 

H1: OR1 ≠ OR2 ≠…≠ ORs 

 

OR and RR can be evaluated in 2×2 table as follows: 

(exposure (+), outcome (+): a; exposure (+), outcome (-): b; exposure (-), outcome 

(+): c; exposure (-), outcome (-): d) 

 

OR = (a×d)/(b×c)                   (4.9) 

 

RR = (a/a+b)/(c/c+d)                (4.10) 

 

BD statistics is computed as  

 

∑
=

−
=χ

s

1i i

2
ii2

)ORcrudea(V
)]ORcrudea(Ea[

BD    i = 1 ,2, …, s          (4.11) 

 

Where E, V and i denote expected value, variance and the number of stratum, 

respectively. The summation does not include any table with a zero row or column. 

BD test statistics distributes 2χ  with “s-1” degrees of freedom. The BD test requires 

a large sample size within each stratum, and this limits its usefulness. When BD test 

is investigated in epidemiology studies, it is said that BD tests whether OR between 

exposure and outcome is the same as in different risk factor categories. If Breslow-

Day p-value is less than 0.05 then H0 is not rejected. In this situation, there is an 

interaction between the exposure and risk factor variables.  
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4.5 Interaction Effect Between Categorical (Qualitative) and Continuous 

(Quantitative) Independent Variables in Logistic Regression Model 

 

The interaction effect is investigated for categorical or continuous independent 

variables. Analyses require the use of dummy variables for categorical independent 

variables. In this section, for the logistic model with two independent variables 

(categorical or continuous), X and Z, and a product terms, XZ, let X be focal variable 

and let Z be the moderator variable. Which one (X or Z) is categorical or continuous 

independent variables will be demostrate in related section. 

 

4.5.1 Interaction Effect Among Categorical Independent Variables 

 

The interaction effect of interest involves categorical independent variables. In 

this section, such analyses require the use of dummy variables (X and Z). 

 

For an interaction logistic model with two categorical independent variables, the 

logistic coefficient for any dummy variable for X is conditioned to the reference 

group for Z. The exponent of the logistic coefficient for any dummy variable for X is 

the odds ratio that divides the predicted odds for the reference group on X, for the 

case where the dummy variables on Z equal zero. The exponent of the logistic 

coefficient for a product term is a ratio of predicted odds ratios. It focuses on the 

predicted odds for the group scored 1 on the dummy variable for X divided by the 

predicted odds for the reference group on X and divides this odds ratio when 

computed for the group scored 1 on the dummy variable for Z by the corresponding 

odds ratio for the reference group on Z (Jaccard, 2001).  

 

As noted in previous section, interaction effect is tested using hierarchical logistic 

regression in which one determines whether the product terms significantly improve 

model fit over and above the case where no product terms are included in the model. 

This approach involves estimating a model 2χ  values for each of the “no interaction” 

model and “interaction” model. In addition, BD test can be used to detect interaction 

effect. 
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4.5.2 Interaction Effect Between Categorical and Continuous Independent 

Variables 

 

The interaction effect of interest involves a mixture of categorical and continuous 

independent variables. 

 

For an interaction logistic model with a continuous variable, X, a categorical 

variable, Z, and a product term, XZ, for the case of dummy coding on Z, the 

exponent of the logistic coefficient for X is the multiplicative factor by which the 

predicted odds change given a 1 unit increase in X for the reference group on Z. The 

exponent of the logistic coefficient for the product term, XZ, is the ratio of the 

multiplicative factor by which the predicted odds change given a 1 unit increase in X 

for the group scored 1 on the dummy variable for Z divided by the corresponding 

multiplicative factor for the reference group on Z (Jaccard, 2001. 

 

For an interaction logistic model with a categorical variable, X, a continuous 

variable, Z, and a product terms, XZ, for the case of dummy coding on X, the 

exponent of the logistic coefficient for a dummy variable of X, is the ratio of the 

predicted odds for the group scored 1 on the dummy variable divided by the 

predicted odds for the reference group on X, conditioned on Z=0. The exponent of 

the logistic coefficient for a product term indicates the multiplicative factor by which 

the odds ratio comparing the predicted odds for the group scored 1 on X changes 

given a 1 unit increase in Z (Jaccard, 2001. 

 

In addition, interaction effect is tested using hierarchical logistic regression. 
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4.5.3 Interaction Effect Among Continuous Independent Variables 

 

The interaction effect of interest involves continuous independent variables. For 

an interaction logistic model with two continuous variables, X and Z, and a product 

term, XZ, the exponent of the logistic coefficient for X equals a multiplicative factor 

by which the predicted odds change given a 1 unit increase in X when Z=0. The 

exponent of the logistic coefficient for the product term is the multiplicative factor by 

which the multiplicative factor of X changes given 1 unit increase in Z (Jaccard, 

2001. 

 

As section 4.5.2, interaction effect is tested using hierarchical logistic regression. 

 

4.6 Assessment of Interaction Effect 

 

There are some strategies for assessment of interaction effect in design and 

analysis phases. Restriction is used in the design phase. Stratification and 

multivariate analysis (model fitting) are used in the analysis phase. 

 

Stratification: Reporting measures of association for each category/level of 

potential interaction variables (BD Test). Interaction can be determined by 

stratification. 

 

Restriction: Restricting study subjects to only one category/level of a potential 

interaction variable. Interaction can be determined by restricting the study population 

to those with a specific value of the interaction variable. This method also known as 

specification. 

 

Multivariate Analysis (Model Fitting): If proper model variables are selected then 

interaction among variables can be determined. Multivariate models can be ordered 

as logistic regression, conditional logistic regression, poisson regression, Cox’s 

proportinal hazards model, log-linear models, multiple linear regression etc… 
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4.7 Evaluation of Confounding Effect 

 

Confounding can occur in every epidemiological study (Rodriguez & Llorca, 

2004). Confounding in epidemiology is mixing of the effect of the exposure under 

study on the outcome with that of a third factor that is associated with the exposure 

and an independent risk factor for the outcome (Dorak, 2006). The consequence of 

confounding is that the estimated association is not the same as true effect (Dorak, 

2006).  

 

The relationship between exposure, outcome and confounder is shown in Figure 

4.2. 

 
Figure 4.2 The relationship between exposure, outcome and confounder 

 
According to Figure 4.2, the confounder (C) is associated with the exposure of 

interest (A) but not a consequence of it and the confounder is an independent risk 

factor for the outcome (B). These are essential characteristics of a confounding 

variable (Dorak, 2006). 

 

There are some steps for evaluating confounding effect. These can be ordered as 

follows: 

 

• Stratify the data into subgroups. 

• Calculate the effect estimate within each subgroup. 

• Calculate a summary effect estimate across strata. 
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Stratification means that the study population is divided into a number of strata, so 

that strata within a stratum share a characteristic and each stratum is analysed 

separately. If the study population is to be divided into more than a few strata, it has 

to be large to begin with to yield conclusive results. Stratified analyses are the best 

way to evaluate confounding. Confounding can be adjusted for if the strata are 

recombined with the Mantel-Haenszel method or a similar method. Mantel-Haenszel 

method tests the null hypothesis that the odds ratios for the “s” strata are all equal. 

When the null hypothesis is true, the statistics has an asymptotic chi-square 

distribution with “s-1” degrees of freedom. In another words, each of stratum 

specific estimates is unconfounded by risk factor, since there is no variability of the 

confounding variable within the stratum. In addition, it is necessary to report the 

unconfounded OR estimate for each stratum and calculate a confidence interval 

around each estimate. It is also useful to calculate a single overall estimate of the 

association between exposure and outcome variables, once the effect of the 

confounding factor has been taken into account. A single overall estimate of the 

association between exposure and outcome variables that is unconfounded by risk 

factor is derived from the stratified data by calculating a weighted average of the 

stratum specific estimates. The method of calculating the overall estimate of effect is 

often referred to as pooling. A simple method for calculating a pooled summary OR 

estimate from a series of 2 ×2 tables was proposed by Mantel and Haenszel 

(Hennekens, C. & Buring, J., 1987). Hypothesis of Mantel-Haenszel test and 

evaluation of this statistics are shown as follows: 

 

H0: OR1 = OR2 = …=ORs                (4.12) 

H1: ORi ≠ ORj    (at least one different) 

 

∑

∑
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N/cb
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ORMH     i = 1 ,2, …, s           (4.13) 

 

Where a: exposure (+), outcome (+); b: exposure (+), outcome (-); c: exposure (-), 

outcome (+); d: exposure (-), outcome (-) 
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4.8 Reducing of Confounding Effect  

 

There are some strategies for reducing confounding effect in observational 

studies. These strategies can be reduced in design and analysis phases. Restriction, 

matching and randomizing are used in design phase. Stratification and multivariate 

analysis are used in analysis phase (Jepsen et al., 2004). 

 

• Restriction: Restricting study subjects to only one category/level of a 

potential confounding variable. Confounding can be reduced by restricting 

the study population to those with a specific value of the confounding 

variable. This method, also known as specification, makes examinations of 

the association between the confounder and the outcome invalid, and the 

findings can not be generalised to those who were left out by the restriction. 

 

• Matching: Choosing subjects in one comparison group that match on key 

characteristics of subjects in the other group. Matching constrains subjects in 

different exposure groups to have the same value of potential confounders, 

often age and gender. However, with increasing numbers of matching 

variables, the identification of matched subjects becomes progressively 

demanding, and matching does not reduce confounding by factors other than 

the matching variables. Matching is most commonly used in case–control 

studies, but it can be used in cohort studies as well. 

 

• Stratification: Reporting measures of association for each category/level of 

potential confounding variables (Mantel Haenszel Method). 

 

• Multivariate Analysis: Statistical methods are used for controlling the effects 

of one or multiple potential confounding variables. These methods require 

that the confounding variables are known and measured. These methods can 

be ordered as logistic regression, conditional logistic regression, poisson 

regression, Cox’s proportional hazards model, log-linear models and multiple 

linear regression. 
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In conclusion, if outcome variable is categorical then logistic regression is used 

and the relationship between outcome variable and exposure variables are measured 

using the OR and their 95% CIs derived from logistic regression analysis 

determining for interaction effect and controlling for possible confounding effect. 

Crude and stratified ORs are calculated for exposure variables. BD statistics and MH 

OR are used for interaction effect. Breslow-Day statistics tests whether the OR 

between investigated exposure and outcome is similar in different risk factor 

categories. After interaction investigation, confounding effect is investigated. If MH 

OR is less than the specific evaluated value (crude OR - crude OR×%10) or greater 

than the other specific evaluated value (crude OR + crude OR×%10) then the risk 

factor is confounder and MH OR is used instead of crude OR or stratum specific ORs 

(Boccia et al., 2007).  

 

Dorak (2006) showed some differences between interaction and confounding 

effects in Table 4.1 

 
Table 4.1 Some differences between interaction and confounding effects 

Interaction Effect Confounding Effect 

Belongs to nature Belongs to study 

Different effects in different strata Adjusted OR/RR different from crude OR/RR 

Useful Creates confusion in data 

Increases knowledge of biological mechanism Prevent (design) 

Allows targeting of public health action Control (analysis) 

 

According to this table, confounding effect is related in study design but 

interaction effect is related in nature of variables. Interaction does not been prevented 

but it is determined with restriction, stratification and multivariate analysis. 

Confounding can be prevented and controlled with restriction, matching, 

randomizing, stratification and multivariate analysis. 
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CHAPTER FIVE 

APPLICATION AND RESULTS 

 

The case-control study is the most common design to investigate gene-

environment interactions (Goldstein et al., 1997). Controls are used as the reference 

group. A growing number of epidemiologic evidence suggests that cancer risk as 

well as stomach cancer susceptibility results from the combined effect of genes and 

environment. Several genotypes involved in xenobiotic metabolism are subject to 

genetic polymorphisms and many researchers have reported an association between 

these polymorphisms and suspectibility to cancer. Among these genotypes, GSTM1 

and GSTT1 are extensively studied. Genetic polymorphism of GSTM1 and GSTT1 

genotypes are due to quite frequent presence of null alleles.  

 

In many epidemiologic studies, stratified and logistic regression analysis are 

usually used to estimate odds ratios of results from the combined effect of genes and 

environment for cases and controls. Stomach cancer investigated in epidemiologic 

studies is a disease with complex origins. The roles and associations of the genetic 

and environmental factors in stomach cancer should be recognized for Turkish 

population. Because there has been no detailed study of the association of 

GSTM1&GSTT1 and stomach cancer suspectibility in a Turkish population. 

 

The aim of this case-control study is to determine whether there is any 

relationship that can be defined as interaction and confounding effects between 

genetic polymorphism of GSTM1 and GSTT1 genotypes and risk factor as smoking 

status in stomach cancer between 2006-2009 years in Dokuz Eylül University in 

İzmir.  

 

This chapter consists on two main sections. Firstly, a detailed description of the 

data source is given. This section outlines the study population, stomach cancer cases 

and controls, variables of risk factors (demographic, medical, drinking and 
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nutritional factors) and epidemiological data collection. Secondly, material and 

methods of the study are given. This section outlines statistical analyses for stomach 

cancer to determine the association of genetic (GSTM1 and GSTT1 genotypes) and 

environmental factors (smoking, age, gender) in accordance with interaction and 

confounding effects. 

 

5.1 Study Population 

 

A case-control study of stomach cancer was conducted in İzmir, Turkey between 

2006-2009 years. İzmir is Turkey’s third most populous city. The city of İzmir is 

composed of nine metropolitan districts (Balçova, Bornova, Buca, Çiğli, Gaziemir, 

Güzelbahçe, Karşıyaka, Konak and Narlıdere), each with its own distinct features. 

This study was conducted in Dokuz Eylül University Hospital (DEUH) in Balçova. 

 

5.2 Cancer Cases and Controls 

 

The study population consisted of 127 stomach cancer cases who attended the 

General Surgery Department at DEUH in İzmir. These eligible stomach cancer cases 

were examined from January 1, 2006, to December 30, 2008, with pathologically 

confirmed diagnoses of stomach adenocarcinoma. The control group consisted of 

101 cancer-free individuals who applied to outpatient clinics of DEUH with acute 

conditions. Eligible controls were healthy and cancer-free individuals. The control 

group was restricted in specific years old. Younger than eighteen years individuals 

were not allowed to participate in this group. Garcia & Lubin (1999) calculated 

power and sample size in case-control studies of gene-environment interactions. 

According to Garcia & Lubin’s study, study sample size was calculated in Epi-Info 

package program. Components of this sample size were power (80% or 90%), 

confidence interval (95%), prevalance of genetic polymorphism (20%, 30%, 40%, 

50%), odds ratio (2.35 and 3.71) and control/case ratio (1:1 and 2:1). The sample size 

calculations were given in Appendix 1. According to Appendix 1, components of this 

sample size were 80% power, 95% confidence interval, 50% prevalance of genetic 

polymorphism, 2.35 odds ratio and 1:1 control/case ratio. 



 

 

41

 

  

5.3 Variables of Risk Factors 

 

Dependent variable was to be case or control. Risk factors were independent 

variables of this study. Risk factors for stomach cancer were investigated in six 

category as follows: 

 

i) Demographic Factors (Gender, Age, Place of Residence and Birth, 

Education Status, Marital Status, Job Status, Health Care Insurance, 

Socioeconomic Status) 

ii) Medical Factors (Body Mass Index (BMI), Weight Loss, Health Problem, 

Family Cancer History, Smoking and Cumulative Cigarette Smoking 

(Pack-years)) 

iii) Drinking Habits (Alcohol Consumption, Tea, Herbal Tea, Instant Coffee, 

Turkish Coffee and Soft Drinks ) 

iv) Nutritional Factors (Salt, Margarine, Oil, Butter, Sugar, Hot Food, Spicy 

Food, Red Meat and Poultry Intakes) 

v) Pathological Factors (Location of Tumor, Histological Type) 

vi) Genotype Factors (Polymorphisms of the GSTM1 and GSTT1) 

 

Independent variables in stomach cancer cases and controls for demographic 

characteristics were gender, age, birth place, residence place, education, marital 

status, job status, insurance and income. All of them were categorical variables. Age 

variable was divided into two groups as old&young. Older individuals were greater 

than 61 years old. The categorization of age variable was based on the most recently 

published literature. Birth place and residence place variables were divided into two 

groups as “other city” or “İzmir”. Education variable was divided into four groups as 

“no education”, “primary school”, “middle&high school” and “university”. Marital 

status variable was divided into two groups as single&married. Job status variable 

was divided into four groups as “not working”, “working”, “retired” and “house 

wife”. Insurance variable was divided into three groups as “Emekli Sandığı”, “SSK” 

and “others”. Income variable was divided into three groups as “less than 499 TL”, 

“between 500 and 1000 TL” and “greater than 1001 TL”. 
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Independent variables in stomach cancer cases and controls for medical history 

were BMI, weight loss, health problem, family cancer history, smoking and pack-

years. BMI variable (weight/height2) was divided into four groups as “thin (0-20)”, 

“normal (21-25)”, “fat (26-30)” and “obese (31 and more)”. Weight loss and health 

problem variables were divided into two groups as present&absent. Weight loss 

variable is loosing weight situation of individulas in last six month. Family cancer 

history variable was divided into two groups as yes/no. The categorization of 

smoking variable was based on the most recently published literature. Status of 

smoking variable was divided into two groups as “never” and “ever-smokers (current 

and former)”. Former smokers were defined as persons who quit smoking 1 year or 

more before being diagnosed in cases. Information was collected on the usual 

number of cigarettes smoked per day, the age at which the subject started smoking 

and the age at which the subject stopped smoking if the person was a former smoker. 

Pack-years were calculated for the cumulative cigarette smoking. One pack-year was 

defined as smoking 20 cigarettes daily for one year. For example, a patient who has 

smoked 15 cigarettes a day for 40 years has a (15×40)/20 = 30 pack year smoking 

history. Pack-years variable was divided into two groups as >20 &≤ 20. 

 

Independent variables in stomach cancer cases and controls for different drinking 

characteristics were alcohol, tea, herbal tea, instant coffee, Turkish coffee and soft 

drink intakes. All of these variables were divided into two groups as yes/no. 

 

Independent variables in stomach cancer cases and controls for nutritional 

characteristics were salt intake, margarine intake, oil intake, butter intake, sugar 

intake, sugar intake, hot food intake, spicy food intake, red meat intake and poultry 

intake. All of these variables were divided into two groups as user&non-user. 

 

Genetic polymorphism of GSTM1 and GSTT1 genotypes are due to quite 

frequent presence of null alleles. GSTM1 and GSTT1 genotype frequences in 

stomach cancer cases according to histological types were divided into three groups 

as “Adenocarcinoma”, “Diffuse Adenocarcinoma” and “Intestinal Adenocarcinoma”. 

GSTM1 and GSTT1 genotype frequences in stomach cancer cases according to 
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location of stomach cancer were divided into three groups as “upper tumors 

(cardia)”, “middle tumors (fundus)” and “distal tumors (corpus, antrum)”. 

 

5.4 Data Collection 

 

Data included interview-questionnaire data, medical record review and blood 

samples. A written informed consent was obtained from the entire case and control 

group and the study was approved by the local Ethical Committee of Dokuz Eylül 

Medical Faculty. The blood samples collected from both cases and controls were 

processed at the study laboratory in DEUH. The medical records for patients were 

abstracted for relevant clinical data including endoscopy and pathology 

examinations. In medical records, the location of tumor was defined according to 

International Classification of Disease for Oncology, second edition (ICD-O-2). 

Blood samples were used to obtain for GSTM1 and GSTT1 assays. A polymerase 

chain reaction (PCR) method was used to detect the presence or absence of the 

GSTM1 and GSTT1 genotypes. In other words, GSTM1(+) & GSTT1(+) (wild type 

or normal genotype) and GSTM1(-) & GSTT1(-) (null genotype) were analyzed by 

using PCR method. Absence of GSTM1(-) & GSTT1(-) specific PCR products 

indicated that GSTM1&GSTT1 genotypes were deleted on both alleles (-/-). In 

contrast, the presence of gene specific PCR product indicated at least 1 functional 

allele (+/-, +/+). Genotype data were available for 79 cases and for 99 controls. 

 

Cases and controls were interviewed by using a standard epidemiological 

questionnaire with 20 questions consisted on these risk factors of stomach cancer in 

Appendix 2. According to the most recently published literature, the information was 

collected on different risk factors in epidemiological questionnaire and medical 

record as demographic factors, medical factors, drinking habits, nutritional factors, 

pathological factors and genotype factors. 
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5.5 Statistical Analysis 

 

The relationships between stomach cancer and determined risk factors 

(demographic, medical, drinking, nutritional and genotype factors) were assessed 

using ORs and 95% CIs derived from univariate, stratified and multivariate analyses 

using SPSS and Epi-Info software. The categorizations of risk factors were based on 

the most recently published literature.  

 

In univariate analysis, crude ORs and their 95% CIs were calculated for all of risk 

factors. The associations between different risk factors and cases&controls were 

analyzed in this analysis. 

 

In stratified analysis, interaction and confounding checks were performed. 

Interaction effect was investigated before confounding effect. An heterogenity test 

(BD test) was used to test differences among the strata for interaction. Biological 

interaction between GSTM1&GSTT1 genotypes and some risk factors (age, gender 

and smoking) was estimated using departure from additivity or multiplicative of 

effects as the criterion of interaction as suggested by Rothman & Greenland (1998). 

If MH OR is less or greater than the specific evaluated value then the risk factor is 

confounder and MH OR is used instead of crude OR or stratum specific ORs (Boccia 

et al., 2007).  

 

In multivariate analysis, dummy variables were used to estimate ORs for each 

category of exposure. The association among GSTM1 and GSTT1 genotypes, 

smoking, gender, age and stomach cancer was modelled through logistic regression 

analysis. 
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5.6 Results 

 

5.6.1 General Characteristics of the Study Population 

 

General characteristics (demographic, medical, drinking and nutritional) of the 

study population were presented in Tables 5.1, 5.2, 5.3 and 5.4, respectively.  

 

The distribution of variables in stomach cancer cases and controls for 

demographic characteristics was presented in Table 5.1. 
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Table 5.1 Distribution of variables in stomach cancer cases and controls for demographic characteristics  

Demographic 
Characteristics Cases Controls p-value b Crude OR OR CI (95%) 

 n % n %    
Gender        
Male 72 56.7 37 36.6 0.0030* 2.26 1.32-3.87 
Female a 55 43.3 64 63.4 1.00  
        
Age        
Old (≥ 61) 77 60.6 25 24.8 0.0001* 4.68 2.63-8.32 
Young (<61) a 50 39.4 76 75.2 1.00  
        
Birth Place        
Other City 87 68.5 69 31.7 0.9760 1.01 0.57-1.77 
Izmir a 40 31.5 32 68.3 1.00  
        
Residence Place        
Other City 42 33.1 25 24.8 0.1710 1.50 0.84-2.69 
Izmir a 85 66.9 76 75.2 1.00  
        
Education        
No Edu. 22 17.3 5 5.0 

0.0001* 

10.06 2.82-38.26 
Primary Sch. 40 31.5 39 38.6 2.34 1.02-5.44 
Middle&High Sch. 51 40.2 25 24.8 4.66 1.98-11.14 
University a 14 11.0 32 31.6 1.00  
        
Marital Status        
Single 19 15 22 21.8 0.1830 0.63 0.32-1.25 
Married a 108 85 79 78.2 1.00  
        
Job Status        
Not Working 0 0 4 1.8 

0.0001* 

- - 
Working 35 27.6 44 34.6 0.65 0.33-1.28 
Retired 47 37.0 16 27.6 2.42 1.12-5.27 
House Wife a 45 35.4 37 36.0 1.00  
        
Insurance        
Emekli Sandığı 62 48.8 40 39.6 

0.3350 
1.28 0.58-2.82 

SSK 42 33.1 42 41.6 0.83 0.37-1.85 
Others a, c 23 18.1 19 18.8 1.00  
        
Income (TL)        
0-499 33 32.7 19 19.0 

0.0860 
2.07 0.93-4.65 

500-1000 37 36.6 44 44.0 1.00 0.50-2.02 
1001 a, d 31 30.7 37 37.0 1.00  
        
a: Referent 
b: It is obtained from 2χ  test 
c: Bağkur, Private Insurance et al. 
d: The information for one person was not obtained in income variable 
*: p-value < 0.05 
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Lots of cases were males (56.7%), whereas lots of controls were females (63.4%). 

There was statistically significant difference in gender between two groups (p-value 

= 0.003). Gender was the important risk factor for cases. Case group was older than 

control group. 60.6% of the case group was old and 75.2% of the control group was 

young. There was statistically significant difference in age between two groups (p-

value = 0.0001). 66.9% of the cases were living in İzmir and 75.2% of the controls 

were living in İzmir. The proportion of “no education” status was higher among 

cases (17.3%) than those of the controls (5.0%) as expected. In addition, indivudals 

(n = 51) in “middle&high school” category were more among cases but indivudals (n 

= 39) in “primary school” category were more in controls. There was statistically 

significant difference in education between two groups (p-value = 0.0001). 

Individuals who had “no education” were 10.06 times more likely to have cancer 

than individuals who graduated from university. According to marital status variable, 

most indivuduals were married both cases (85.0%) and controls (78.2%). Working 

individulas also were more in every two groups. There was statistically significant 

difference in job status variable between two groups (p-value = 0.0001). “Emekli 

Sandığı” was most common health care provider among cases (48.8%) but “SSK” 

was among controls (41.1%). However, “Emekli Sandığı” (39.6%) was following 

health care provider among controls after “SSK”. Socieconomic status was lower in 

cases than controls. There were no statistically significant difference in birth place, 

residence place, marital status, insurance and income variables between two groups. 

 

The distribution of variables in stomach cancer cases and controls for medical 

history was presented in Table 5.2. 
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Table 5.2 Distribution of variables in stomach cancer cases and controls for medical history 

Medical 
History Cases Controls p-value b Crude OR OR CI (95%) 

 n % n %    
BMI        
0-20: Thin 22 17.3 11 10.9 

0.0001* 

0.93 0.37-2.33 
21-25: Normal a 69 54.3 32 31.7 1.00  
26-30: Fat 26 20.5 33 32.7 0.37 0.18-0.75 
31-: Obese 10 7.9 25 24.7 0.19 0.07-0.46 
        
Weight Loss        
Present 96 75.6 38 37.6 0.0001* 5.13 2.90-9.09 
Absent a 31 24.4 63 62.4 1.00  
        
Other Health 
Problem        

Present 71 55.9 61 60.4 0.4950 0.83 0.49-1.41 
Absent a 56 44.1 40 39.6 1.00  
        
Family Cancer 
History        

Yes 45 35.4 31 30.7 0.4510 1.24 0.71-2.16 
No a 82 64.6 70 69.3 1.00  
        
Smoking        
Smoker 71 55.9 44 43.6 0.0640** 1.64 0.97-2.78 
Non-Smoker a 56 44.1 57 56.4 1.00  
        
Pack-Years        
(>20) 52 73.2 18 40.9 0.001* 3.95 1.78-8.78 
(≤ 20) 19 26.8 26 59.1 1.00  
        
Pack-Years        
(>31) 39 54.9 12 27.3 

0.001* 
4.45 1.70-11.82 

(21-30) 13 18.3 6 13.6 2.96 0.84-10.80 
(≤ 20) a 19 26.8 26 59.1 1.00  
a: Referent 
b: It is obtained from 2χ  test 
*: p-value < 0.05 
**: p-value < 0.10 
 

According to BMI variable, lots of cases were normal (54.3%). But lots of 

controls were fat (32.7%). There was statistically significant difference in BMI 

between two groups (p-value = 0.0001). The proportion of weight loss variable was 

significantly higher among cases (75.6%) than those of the controls (37.6%) as 

expected. There was no difference in family cancer history variable between two 

groups (p-value = 0.451). Smoking prevalence were 55.9% and 43.6% in cases and 

controls, respectively. The difference was not statistically significant in smoking 

variable between two groups (p-value = 0.064). But this variable was investigated 



 

 

49

 

  

with a different categorized variable. This categorized variable was the cumulative 

cigarette smoking and this variable was called pack-years in this study. According to 

this variable, there was significant difference in pack-years variable between two 

groups (p-value = 0.001). Using cigarette more than 20 pack-years was increasing 

the risk 3.95 times for stomach cancer compared to less than 20 pack-years category. 

 

The distribution of variables in stomach cancer cases and controls for different 

drinking characteristics was presented in Table 5.3. 

 
Table 5.3 Distribution of variables in stomach cancer cases and controls for different drinking 

characteristics 

Drinking 
Characteristics Cases Controls p-value b Crude OR OR CI (95%) 

 n % n %    
Alcohol        
Yes 31 24.4 23 22.8 0.7730 1.09 0.59-2.03 
No a 96 75.6 78 77.2 1.00  
        
Tea        
Yes 121 95.3 98 97.0 0.3750c 0.62 0.15-2.53 
No a 6 4.7 3 3.0 1.00  
        
Herbal Tea        
Yes 43 33.9 40 39.6 0.3700 0.78 0.45-1.34 
No a 84 66.1 61 60.4 1.00  
        
Instant Coffee        
Yes 32 25.2 35 34.7 0.1190 0.63 0.36-1.13 
No a 95 74.8 66 65.3 1.00  
        
Turkish Coffee        
Yes 37 29.1 53 52.5 0.0001* 0.37 0.21-0.64 
No a 90 70.9 48 47.5 1.00  
        
Soft Drinks        
Yes 33 26.2 52 51.5 0.0001* 0.33 0.19-0.58 
No a 93 73.8 49 48.5 1.00  
a: Referent 
b: It is obtained from 2χ  test 
c: Fisher Exact Test p-value 
*: p-value < 0.05 
 

There were significant differences in Turkish coffee intake (p-value = 0.0001) and 

soft drink intake (p-value = 0.0001) variables between two groups. This difference 

was probably due to digestive problems of the cases thus they were consuming these 
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drinks less than the controls. In adddition, there were no significant differences in all 

other variables.  

 

The distribution of variables in stomach cancer cases and controls for nutritional 

characteristics was presented in Table 5.4. 

 
Table 5.4 Distribution of variables in stomach cancer cases and controls for nutritional characteristics 

Nutritional 
Characteristics Cases Controls p-value b Crude OR OR CI (95%) 

 n % n %    
Salt        
User 97 76.4 55 54.5 0.0001* 2.70 1.53-4.76 
Non-User a 30 23.6 46 45.5 1.00  
        
Margarine        
User 90 70.9 31 30.7 0.0001* 5.49 3.10-9.72 
Non-User a 37 29.1 70 69.3 1.00  
        
Oil        
User 119 93.7 97 96.0 0.4320 0.61 0.18-2.10 
Non-User a 8 6.3 4 4.0 1.00  
        
Butter        
User 107 84.3 40 39.6 0.0001* 8.16 4.38-15.20 
Non-User a 20 15.7 61 60.4 1.00  
        
Sugar        
User 108 85.0 61 60.4 0.0001* 3.73 1.98-7.00 
Non-User  a 19 15.0 40 39.6 1.00  
        
Hot Food        
User 86 67.7 58 57.4 0.1100 1.55 0.90-2.67 
Non-User a 41 32.3 43 42.6 1.00  
        
Spicy Food        
User 113 89.0 64 63.4 0.0001* 4.67 2.35-9.28 
Non-User a 14 11.0 37 36.6 1.00  
        
Red Meat        
User 99 78.0 58 57.4 0.0010* 2.62 1.47-4.66 
Non-User a 28 22.0 43 42.6 1.00  
        
Poultry        
User 113 89.0 84 83.2 0.2040 1.63 0.76-3.50 
Non-User a 14 11.0 17 16.8 1.00  
a: Referent 
b:  It is obtained from 2χ  test 
*: p-value < 0.05 



 

 

51

 

  

There were significant differences in all variables except oil intake, hot food 

intake and poultry intake variables between two groups.  

 

5.6.2 The Association of GSTM1 and GSTT1 Genotypes and Stomach Cancer 

 

Differences in the distribution between cases and controls were tested using 2χ  

test for some characteristics of the study populations in univariate analysis. In 

addition, OR values and CIs between cases and controls groups were evaluated. 

After these calculations, comparison of genotype frequencies between stomach 

cancer cases and population controls was also performed by 2χ  test. The association 

between the GSTM1 and GSTT1 genotypes and the risk of stomach cancer was 

estimated by ORs and their 95% CIs in Table 5.5. In this data set, the GSTM1 and 

GSTT1 genotypes of 79 cases and 99 controls could be determined by PCR analysis. 

 
Table 5.5 GSTM1 and GSTT1 genotype and risk of stomach cancer 

 Cases Controls Total p-value b Crude OR OR CI (95%) 

 n (%) n (%) N    

GSTM1       

Null 46 (58.2)  46 (46.5) 92 
0.119 

1.61 0.88-2.92 

Normal a 33 (41.8) 53 (53.5) 86 1.00  

Total 79 (100.0) 99 (100.0) 178    

       

GSTT1       

Null 18 (22.8) 22 (22.2) 40 
0.929 

1.03 0.51-2.10 

Normal a 61 (77.2) 77 (77.8) 138 1.00  

Total 79 (100.0) 99 (100.0) 178    

 

a: Referent 

b: It is obtained from 2χ  test 

Only Cases and Controls by Blood Sample Availability 

 

 

 



 

 

52

 

  

The GSTM1 and GSTT1 genotype prevalences in stomach cancer cases and 

controls were shown. The prevalence of GSTM1 null genotype was 58.2% in cases, 

46.5% in controls. The prevalence of GSTT1 null genotype was 22.8% in cases, 

22.2% in controls. Using normal GSTM1 and GSTT1 genotypes as referent, the 

crude ORs for GSTM1 and GSTT1 were found as 1.61 (95% CI, 0.88-2.92) and 1.03 

(95% CI, 0.51-2.10), respectively. Although the frequency of GSTM1 null genotype 

was higher in cases it was not significant (p-value = 0.119). In addition, no difference 

in the frequency of GSTT1 null genotype between cases and controls was also 

observed (p-value = 0.929). 

 

GSTM1 and GSTT1 genotype frequences in stomach cancer cases according to 

histological types and location of stomach cancer were given in Tables 5.6 and 5.7, 

respectively (p-value is obtained from 2χ  test). 

 
Table 5.6 GSTM1 and GSTT1 genotype frequences in stomach cancer cases according to 

histological types 

 GSTM1 GSTT1 

 Null Normal Total Null Normal Total 

 n (%) n (%) N (%) n (%) n (%) N (%) 

Adenocarcinoma 19 (57.6) 14 (42.4) 33 (100) 9 (27.3) 24 (72.7) 33 (100) 

Diffuse 17 (65.4) 9 (34.6) 26 (100) 6 (23.1) 20 (76.9) 26 (100) 

Intestinal 10 (50.0) 10 (50) 20 (100) 3 (15.0) 17 (85.0) 20 (100) 

Total Cases 46 (58.2) 33 (41.8) 79 (100) 18 (22.8) 61 (77.2) 79 (100) 

p-value  0.574   0.586  

 

Lots of histological types of cases were “Adenocarcinoma” for GSTM1 and 

GSTT1 genotypes. There was no relavant association between GSTM1 genotype and 

histological types of stomach cancer cases (p-value = 0.574). Also for GSTT1 

genotype, there was no relavant association between this genotype and histological 

types of stomach cancer cases (p-value = 0.586).  
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Table 5.7 GSTM1 and GSTT1 genotype frequences in stomach cancer cases according to location 

of stomach cancer 

 GSTM1 GSTT1 

 Null Normal Total Null Normal Total 

Location n (%) n (%) N (%) n (%) n (%) N (%) 

Antrum&Corpus 23 (62.2) 14 (37.8) 37 (100) 7 (18.9) 30 (81.1) 37 (100) 

Cardia 5 (50.0) 5 (50.0) 10 (100) 1 (10.0) 9 (90.0) 10 (100) 

Fundus 7 (77.8) 2 (22.2) 9 (100) 2 (33.3) 6 (66.7) 9 (100) 

Total Cases 35 (62.5) 21 (37.5) 56 (100) 11 (33.3) 45 (80.4) 53 (100) 

p-value  0.457   0.434  

 

In Table 5.7, lots of tumors were located in distal stomach (corpus, antrum). There 

were no differences in GSTM1 and GSTT1 genotype frequencies in respect to the 

location of stomach cancer. 

 

5.6.3 Stratified Analysis for Interaction and Confounding 

 

Interaction and confounding effects were analyzed in stratified analysis.  

 

The interaction and confounding between smoking status and gender in stomach 

cancer were examined by stratification in Table 5.8. Gender was a potential 

confounder.  
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Table 5.8 Association of smoking status and stomach cancer stratified by gender 

Gender Smoking Status Case 

n (%) 

Control

n (%) 
p-value b OR 

OR CI 

(95%) 

Male Smoker 48 (66.7) 21 (56.8) 0.309 1.52 0.67-3.44 

 Non-Smoker a 24 (33.3) 16 (43.2)  1.00  

 Total 72 (100) 37 (100)    

       

Female Smoker 23 (41.8) 23 (35.9) 0.511 1.28 0.61-2.69 

 Non-Smoker a 32 (58.2) 41 (64.1)  1.00  

 Total 55 (100) 64 (100)    

Crude OR For Smoking   1.64 0.97-2.78 

BD p-value  0.754   

MH OR   1.38  

MH CI (95%)    0.80-2.39 

a: Referent     

b: It is obtained from 2χ  test     

 

The risk of stomach cancer related to smoking status was examined by 

stratification of gender. There was no statistically significant association between 

smoking status and stomach cancer in male individuals (p-value = 0.309). For female 

individuals, there was also no statistically significant association between smoking 

status and stomach cancer (p-value = 0.511). According to BD p-value, the null 

hypothesis of homogeneity ORs was not rejected. This means that ORs for the 

gender strata were similar. This analysis stratified by gender showed that the 

association between smoking status and the risk of stomach cancer development was 

not more evident among male (OR = 1.52, 95% CI = 0.67-3.44) and female (OR = 

1.28, 95% CI = 0.61-2.69). In other words, there was no interaction between gender 

and smoking status in stomach cancer. After interaction investigation, confounding 

effect was investigated. If MH OR is less than 1.48 (1.64 – 0.164) or greater than 

1.80 (1.64 + 0.164) then gender is confounder and MH OR is used (1.64×0.1 = 

0.164). MH OR, 1.38, was used instead of crude OR or stratum specific ORs. 

According to this result, gender was a confounder. 
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The interaction and confounding between smoking status and age in stomach 

cancer were examined by stratification in Table 5.9. 

 
Table 5.9 Association of smoking status and stomach cancer stratified by age 

Age Smoking Status Case 

n (%) 

Control

n (%) 
p-value b OR 

OR CI 

(95%) 

Old Smoker 42 (54.5) 9 (36.0) 0.107 2.13 0.84-5.42 

 Non-Smoker a 35 (45.5) 16 (64.0)  1.00  

 Total 77 (100) 25 (100)    

       

Young Smoker 29 (58.0) 35 (46.1) 0.189 1.62 0.79-3.32 

 Non-Smoker a 21 (42.0) 41 (53.9)  1.00  

 Total 50 (100) 76 (100)    

Crude OR For Smoking   1.64 0.97-2.78 

BD p-value  0.645   

MH OR   1.80  

MH CI (95%)    1.02-3.17 

a: Referent     

b: It is obtained from 2χ  test     

 

The risk of stomach cancer related to smoking status was examined by 

stratification of age. There was no statistically significant association between 

smoking status and stomach cancer for older individulas (p-value = 0.107). For 

younger individuals, there was also no statistically significant association between 

smoking status and stomach cancer (p-value = 0.189). According to BD p-value, 

strata for age were homogenous (BD p-value = 0.645). There was no statistically 

significant interaction between the age and smoking status in stomach cancer. MH 

OR, 1.80, was equal to 1.80 (1.64 + 0.164). Age was treated as a confounder and MH 

OR is used instead of crude OR or stratum specific ORs.  

 

After investigation of interaction and confounding effects between smoking status 

and age in stomach cancer cases and controls by stratification, smoking status was 

investigated in the different form such as pack-years. The interaction and 
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confounding between pack-years status and gender in stomach cancer were examined 

by stratification in Table 5.10. 

 
Table 5.10 Association of pack-years status and stomach cancer stratified by gender 

Gender Pack-

Years(PY) 

Case 

n (%) 

Control 

n (%) 
p-value b OR 

OR CI 

(95%) 

Male PY > 20 43 (89.6) 13 (61.9) 0.007 5.29 1.47-18.9 

 PY ≤  20 a 5 (10.4) 8 (38.1)  1.00  

 Total 48 (100) 21 (100)    

       

Female PY > 20 9 (39.1) 5 (21.7) 0.200 2.31 0.63-8.47 

 PY ≤  20 a 14 (60 9) 18 (78.3)  1.00  

 Total 23 (100) 23 (100)    

Crude OR For Pack-Years   3.95 1.78-8.78 

BD p-value  0.373   

MH OR   3.45  

MH CI (95%)    1.39-8.57 

a: Referent     

b: It is obtained from 2χ  test     

 

The risk of stomach cancer related to pack-years status was examined by 

stratification of gender. There was statistically significant association between pack-

years status and stomach cancer in male individuals (p-value = 0.007). For female 

individuals, there was an increased risk between pack-years status and stomach 

cancer but this was not statistically significant (p-value = 0.200, OR = 2.31, 95% CI 

= 0.63-8.47). According to BD p-value, strata for gender were homogenous (BD p-

value = 0.373). There was no statistically significant interaction between pack-years 

status and gender in stomach cancer. MH OR, 3.45, was less than 3.55 (3.95 - 0.395). 

For this reason gender was confounder and MH OR is used instead of crude OR or 

stratum specific ORs. But it was noted that this stratified analysis showed that the 

association between pack-years status and the risk of stomach cancer development 

was more evident among male individuals (OR = 5.29, 95% CI = 1.47–18.9). 
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The interaction and confounding between pack-years status and age in stomach 

cancer were also examined by stratification in Table 5.11. 

 
Table 5. 11 Association of pack-years status and stomach cancer stratified by age 

Age Pack-

Years(PY) 

Case 

n (%) 

Control 

N (%) 
p-value b OR 

OR CI 

(95%) 

Old PY > 20 36 (85.7) 5 (55.6) 0.039 4.80 0.99-23.1 

 PY ≤  20 a 6 (14.3) 4 (44.4)  1.00  

 Total 42 (100) 9 (100)    

       

Young PY > 20 16 (55.2) 13 (37.1) 0.149 2.08 0.76-5.68 

 PY ≤  20 a 13 (44.8) 22 (62.9)  1.00  

 Total 29 (100) 35 (100)    

Crude OR For Pack-Years   3.95 1.78-8.78 

BD p-value  0.376   

MH OR   2.58  

MH CI (95%)    1.10-6.03 

a: Referent     

b: It is obtained from 2χ  test     

 

The risk of stomach cancer related to pack-years status was examined by 

stratification of age. There was statistically significant association between pack-

years status and stomach cancer in older individuals (p-value = 0.039). But the 

association between pack-years status and stomach cancer in younger individuals 

was not significant (p-value = 0.149). On the other hand, there was an increased risk 

between pack-years status and stomach cancer in older individuals, but this incerase 

did not reach statistical significance (OR = 4.80, 95% CI = 0.99-23.1). According to 

BD p-value, strata for age were homogenous (BD p-value = 0.376). For this reason, 

it was expressed that there was no statistically significant interaction between pack-

years status and age. MH OR, 2.58, was less than 3.55 (3.95 - 0.395). For this reason, 

age was confounder and MH OR was used instead of crude OR or stratum specific 

ORs.  
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We focused on the effect of GSTM1 and GSTT1 null genotypes in stomach 

cancer. The stratified and logistic regression analysis were used to assess the 

interaction and confounding effects between GSTM1 and GSTT1 null genotypes and 

some other possible risk factors (age, gender, smoking) in stomach cancer.  

 

The interaction and confounding between GSTM1 genotype and gender in 

stomach cancer were examined by stratification in Table 5.12. 

 
Table 5.12 Association of GSTM1 genotype and stomach cancer stratified by gender 

Gender GSTM1 Case 

n (%) 

Control 

n (%) 
p-value b OR 

OR CI 

(95%) 

Male Null 29 (61.7) 21 (60.0) 0.876 1.07 0.44-2.63 

 Normal a 18 (38.3) 14 (40.0)  1.00  

 Total 47 (100) 35 (100)    

       

Female Null 17 (53.1) 25 (39.1) 0.190 1.77 0.75-4.16 

 Normal a 15 (46.9) 39 (60.9)  1.00  

 Total 32 (100) 64 (100)    

Crude OR For GSTM1   1.61 0.88-2.92 

BD p-value  0.430   

MH OR   1.39  

MH CI (95%)    0.75-2.58 

a: Referent 

b: It is obtained from 2χ  test 

 

The risk of stomach cancer related to GSTM1 genotype was examined by 

stratification of gender. There was no association between GSTM1 genotype and 

stomach cancer in male individuals (p-value = 0.876) and also in female individuals 

(p-value = 0.19). According to BD p-value, the null hypothesis of homogeneity ORs 

was not rejected and strata for gender were homogenous (BD p-value = 0.430). For 

this reason, it was expressed that there was no statistically significant interaction 

between gender and GSTM1 genotype in stomach cancer. MH OR, 1.39, was less 

than 1.45 (1.61 - 0.161). Thus, gender was confounder and MH OR is used instead of 

crude OR. 
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After grouping according to gender, the interaction and confounding between 

GSTM1 genotype and age in stomach cancer were examined by stratification in 

Table 5.13.  

 
Table 5.13 Association of GSTM1 genotype and stomach cancer stratified by age 

Age GSTM1 Case 

n (%) 

Control 

n (%) 
p-value b OR 

OR CI 

(95%) 

Old Null 27 (57.4) 11 (45.8) 0.353 1.59 0.59-4.29 

 Normal a 20 (42.6) 13 (54.2)  1.00  

 Total 47 (100) 24 (100)    

       

Young Null 19 (59.4) 35 (46.7) 0.229 1.67 0.72-3.86 

 Normal a 13 (40.6) 40 (53.3)  1.00  

 Total 32 (100) 75 (100)    

Crude OR For GSTM1   1.61 0.88-2.92 

BD p-value  0.945   

MH OR   1.64  

MH CI (95%)    0.86-3.11 

a: Referent 

b: It is obtained from 2χ  test 

 

The risk of stomach cancer related to GSTM1 genotype was examined by 

stratification of age. There was no statistically association between GSTM1 genotype 

and stomach cancer in older (p-value = 0.353) or younger individuals (p-value = 

0.229). According to BD p-value, strata for age were homogenous (BD p-value = 

0.945). There was no interaction between age and GSTM1 genotype in stomach 

cancer. MH OR, 1.64, was between 1.45 (1.61 - 0.161) and 1.77 (1.61 + 0.161). For 

this reason, age was not confounder.  

 

After the association between GSTM1 genotype and some risk factors as gender 

and age were investigated, the interaction and confounding between GSTT1 

genotype and gender in stomach cancer were examined by stratification in Table 

5.14. 
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Table 5.14 Association of GSTT1 genotype and stomach cancer stratified by gender 

Gender GSTT1 Case 

n (%) 

Control 

n (%) 
p-value b OR 

OR CI 

(95%) 

Male Null 8 (17) 10 (28.6) 0.211 0.51 0.18-1.47 

 Normal a 39 (83) 25 (71.4)  1.00  

 Total 47 (100) 35 (100)    

       

Female Null 10 (31.2) 12 (18.7) 0.170 1.97 0.74-5.23 

 Normal a 22 (68.8) 52 (81.3)  1.00  

 Total 32 (100) 64 (100)    

Crude OR For GSTT1   1.03 0.51-2.10 

BD p-value  0.064   

MH OR   1.05  

MH CI (95%)    0.52-2.12 

a: Referent 

b: It is obtained from 2χ  test 

 

The risk of stomach cancer related to GSTT1 genotype was examined by 

stratification of gender. There was no statistically association between GSTT1 

genotype and stomach cancer in male individuals (p-value = 0.211). There was also 

no statistically significant association between GSTT1 genotype and stomach cancer 

in female individuals (p-value = 0.17). According to this analysis, the existence of 

GSTT1 null genotype in male individulas was protective effect (OR = 0.51, 95% CI 

= 0.18-1.47). The risk of being stomach cancer for female individulas who have 

GSTT1 null genotype was 1.97 times more effective to female individulas who have 

GSTT1 normal genotype. OR values for two strata suggested that there was 

interaction effect of gender on GSTT1 status. However the BD p-value, strata for 

gender was not significant (p-value = 0.064). Still an interaction effect may be 

suspected due to the nearly significant p-value.  
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The interaction and confounding between GSTT1 genotype and age in stomach 

cancer were examined by stratification in Table 5.15. 

 
Table 5.15 Association of GSTT1 genotype and stomach cancer stratified by age 

Age GSTT1 Case 

n (%) 

Control 

n (%) 
p-value b OR 

OR CI 

(95%) 

Old Null 13 (27.7) 5 (20.8) 0.532 1.45 0.45-4.70 

 Normal a 34 (72.3) 19 (79.2)  1.00  

 Total 47 (100) 24 (100)    

       

Young Null 5 (15.6) 17 (22.7) 0.409 0.63 0.21-1.89 

 Normal a 27 (84.4) 58 (77.3)  1.00  

 Total 32 (100) 75 (100)    

Crude OR For GSTT1   1.03 0.51-2.10 

BD p-value  0.308   

MH OR   0.93  

MH CI (95%)    0.43-2.01 

a: Referent 

b: It is obtained from 2χ  test 

 

The risk of stomach cancer related to GSTT1 genotype was examined by 

stratification of age. There was no association between GSTT1 genotype and 

stomach cancer in older (p-value = 0.532) or younger individuals (p-value = 0.409). 

As seen in Table 5.15, there was an increased risk between GSTT1 genotype and 

stomach cancer in older individuals, but this incerase did not reach statistical 

significance (OR = 1.45, 95% CI = 0.45-4.70). On the other hand, the existence of 

GSTT1 null genotype in younger individulas was protective effect, but effect was not 

significant (OR = 0.63, 95% CI = 0.51-2.10). According to BD p-value, strata for age 

were homogenous (BD p-value = 0.308). For this reason, it was expressed that there 

was no interaction between the age and GSTT1 genotype in stomach cancer. MH 

OR, 0.93, was between 0.927 (1.03 – 0.103) and 1.333 (1.03 + 0.103). For this 

reason, age was not confounder. 
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After the association between GSTM1 and GSTT1 genotypes and some risk 

factors as gender and age were investigated, the interaction and confounding between 

these genotypes and smoking status in stomach cancer were examined by 

stratification in Tables 5.16 and 5.17, respectively. 

 
Table 5.16 Association of GSTM1 genotype and stomach cancer stratified by smoking 

Smoking Status GSTM1 Case 

n (%) 

Control 

n (%) 
p-value b OR 

OR CI 

(95%) 

Smoker Null 29 (64.4) 19 (44.2) 0.056 2.29 0.97-5.39 

 Normal a 16 (35.6) 24 (55.8)  1.00  

 Total 45 (100) 43 (100)    

       

Non-Smoker Null 17 (50.0) 27 (48.2) 0.869 1.07 0.46-2.52 

 Normal a 17 (50.0) 29 (51.8)  1.00  

 Total 34 (100) 56 (100)    

Crude OR For GSTM1   1.61 0.88-2.92 

BD p-value  0.219   

MH OR   1.56  

MH CI (95%)    0.86-2.85 

a: Referent 

b: It is obtained from 2χ  test 

 

The risk of stomach cancer related to GSTM1 genotype was examined by 

stratification of smoking. There was no association between GSTM1 genotype and 

stomach cancer in smoker (p-value = 0.056) or non-smoker individuals (p-value = 

0.869). The risk of being stomach cancer for smokers who have GSTM1 null 

genotype was 2.29 times more than the smokers who have GSTM1 normal genotype 

(OR = 2.29, 95% CI = 0.97-5.39). In non-smokers, the null genotype did not increase 

the risk of being stomach cancer (OR = 1.07, 95% CI = 0.46-2.52, p-value = 0.869). 

According to BD p-value, strata for smoking were homogenous (BD p-value= 

0.219). Although this result suggested an interaction effect the BD p-value was not 

significant (BD p-value = 0.219). Therefore, it was expressed that there was no 

statistically significant interaction between smoking and GSTM1 genotype in 
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stomach cancer. MH OR, 1.56, was between 1.45 (1.61 - 0.161) and 1.77 (1.61 + 

0.161). For this reason, smoking was not confounder.  

 

The same prosedure was applied for GSTT1 genotype in Table 5.17.  

 
Table 5.17 Association of GSTT1 genotype and stomach cancer stratified by smoking 

Smoking Status GSTT1 Case 

n (%) 

Control 

n (%) 
p-value b OR 

OR CI 

(95%) 

Smoker Null 8 (17.8) 7 (16.3) 0.852 1.11 0.36-3.38 

 Normal a 37 (82.2) 36 (83.7)  1.00  

 Total 45 (100) 43 (100)    

       

Non-Smoker Null 10 (29.4) 15 (26.8) 0.787 1.14 0.44-2.93 

 Normal a 24 (70.6) 41 (73.2)  1.00  

 Total 34 (100) 56 (100)    

Crude OR For GSTT1   1.03 0.51-2.10 

BD p-value  0.974   

MH OR   1.13  

MH CI (95%)    0.55-2.32 

a: Referent 

b: It is obtained from 2χ  test 

 

The risk of stomach cancer related to GSTT1 genotype was examined by 

stratification of smoking. There were no association between GSTT1 genotype and 

stomach cancer for smoker (p-value = 0.852) or non-smoker individuals (p-value = 

0.787). According to BD p-value, strata for smoking were homogenous (BD p-

value= 0.974). For this reason, it was expressed that there was no interaction between 

smoking and GSTT1 genotype. MH OR, 1.13, was less than 1.133 (1.03 + 0.103). 

Thus smoking was a confounder. 

 

After the association, interaction and confounding effects between GSTM1 and 

GSTT1 genotypes and smoking status were investigated, smoking status was 

investigated with an another form as pack-years in Tables 5.18 and 5.19, 

respectively. 
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Table 5.18 Association of GSTM1 genotype and stomach cancer stratified by pack-years status 

Pack-Years (PY) GSTM1 Case 

n (%) 

Control 

n (%) 
p-value b OR 

OR CI 

(95%) 

PY > 20 Null 21 (65.6) 12 (66.7) 0.941 0.95 0.28-3.24 

 Normal a 11 (34.4) 6 (33.3)  1.00  

 Total 32 (100) 18 (100)    

       

PY ≤  20 Null 8 (61.5) 7 (28.0) 0.045 4.11 1.00-16.99 

 Normal a 5 (38.5) 18 (72.0)  1.00  

 Total 13 (100) 25 (100)    

Crude OR For GSTM1   1.61 0.88-2.92 

BD p-value  0.123   

MH OR   1.772  

MH CI (95%)    0.73-4.32 

a: Referent 

b: It is obtained from 2χ  test 

 

The risk of stomach cancer related to GSTM1 genotype was examined by 

stratification of pack-years status. After grouping according to pack-years status, 

GSTM1 null genotype was accociated with an increased stomach cancer risk for 

pack-years ≤  20 status (OR = 4.11, 95% CI = 1.00-16.99). On the other hand, the 

existence of GSTM1 null genotype for pack-years > 20 status was protective effect, 

but the effect was not significant (OR = 0.95, 95% CI = 0.28-3.24). This situation 

was an unexpected and important result. According to BD p-value, strata for pack-

years status were homogenous (BD p-value = 0.123). For this reason, it was 

expressed that there was no statistically significant interaction between the stomach 

cancer and GSTM1 genotype according to pack-years status. But, we can say that 

pack-years status may create differences associated with GSTM1 genotype and 

stomach cancer. Pack-years status may play an important role to find differences 

associated with GSTM1 genotype and stomach cancer. Because, the risk of being 

stomach cancer for smokers who have GSTM1 null genotype was 4.11 times more 

than the smokers who have GSTM1 normal genotype for pack-years ≤  20, but the 

other status (pack-years > 20) was protective effect. For this reason, we may suspect 
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from the interaction between GSTM1 genotype and pack-years status in stomach 

cancer. 

 

The stratification of pack-years status for GSTT1 genotype was given in Table 

5.19. 

 
Table 5.19 Association of GSTT1 genotype and stomach cancer stratified by pack-years status 

Pack-Years (PY) GSTT1 Case 

n (%) 

Control 

n (%) 
p-value b OR 

OR CI 

(95%) 

PY > 20 Null 4 (12.5) 5 (27.8) 0.177 0.37 0.08-1.62 

 Normal a 28 (87.5) 13 (72.2)  1.00  

 Total 32 (100) 18 (100)    

       

PY ≤  20 Null 4 (30.8) 2 (8.0) 0.068 5.11 0.79-32.97 

 Normal a 9 (69.2) 23 (92.0)  1.00  

 Total 13 (100) 25 (100)    

Crude OR For GSTT1   1.03 0.51-2.10 

BD p-value  0.024   

MH OR   1.06  

MH CI (95%)    0.36-3.08 

a: Referent 

b: It is obtained from 2χ  test 

 

The risk of stomach cancer related to GSTT1 genotype was examined by 

stratification of pack-years status. Results in Table 5.19 may be interpreted as Table 

5.18. After grouping according to pack-years status, GSTM1 null genotype was 

accociated with an increased stomach cancer risk for pack-years ≤  20 status, but this 

risk was not significant (OR = 5.11, 95% CI = 0.79-32.97). On the other hand, the 

existence of GSTM1 null genotype for pack-years > 20 status was protective effect, 

but effect was not significant (OR = 0.37, 95% CI = 0.08-1.62). According to BD p 

value, there was the interaction between GSTT1 genotype and pack-years status in 

stomach cancer (BD p-value = 0.024). 
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5.6.4 Biological Approach of Interaction 

 

In a biological approach, interaction can be defined as follows: when the OR of 

outcome (stomach cancer) in the presence of exposure (risk factors: smoking, gender, 

age etc…) differs from the OR expected to result from their individual rates. The 

effect can be greater than what we whould expect (positive interaction) or less than 

what we whould expect (negative interaction). The problem is to determine what we 

whould expect to result from the individual effects of the exposures. With this 

definition, interaction was investigated in summary statistics as OR values. Firstly, 

interaction between the GSTM1 genotype and environmental factor as smoking 

status for stomach cancer was given in Table 5.20. 

 
Table 5.20 OR values of stomach cancer according to presence or 

absence of two exposures: smoking and GSTM1 

 GSTM1 normal GSTM1 null 

Non-Smoker 1.00 1.07 

Smoker 1.14 2.60 

 

In individuals with neither exposure, the OR was 1. In individuals exposed to 

factor GSTM1 only and not to factor smoking, the OR was 1.07. In individuals 

exposed to factor smoking only and not to factor GSTM1, the OR was 1.14. These 

were individual effects. In individuals exposed to both factors GSTM1 and smoking, 

the OR was 2.60 which was the combined effect. As seen in Table 5.20, combined 

effect 2.60 was higher than a multiplicative effect 1.22 (1.07×1.14) and this 

indicated the presence of interaction between GSTM1 genotype and smoking status 

in stomach cancer. 

 

Interaction between GSTT1 genotype and smoking status in stomach cancer was 

investigated with the same method in Table 5.21. 
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Table 5.21 OR values of stomach cancer according to presence or absence 

of two exposures: smoking and GSTT1 

 GSTT1 normal GSTT1 null 

Non-Smoker 1.00 1.14 

Smoker 1.75 1.95 

 

The combined effect 1.95 was lower than a multiplicative effect 1.99 (1.14×1.75) 

and this indicated the absence of interaction between GSTT1 genotype and smoking 

status in stomach cancer. 

 

Secondly, interaction between the GSTM1 and GSTT1 genotypes and other 

environmental factors as gender and age for stomach cancer was given in Table 5.22. 

 
Table 5.22 OR values of stomach cancer according to presence or 

absence of gender&age and GSTM1&GSTT1 exposures 

 GSTM1 GSTT1 

Gender normal null normal null 

Female 1.00 1.77 1.00 1.97 

Male 3.34 3.59 3.69 1.89 

     

 GSTM1 GSTT1 

Age normal null normal null 

Young 1.00 1.67 1.00 0.63 

Old 4.73 7.55 3.84 5.58 

 

The combined effect 3.59 was lower than a multiplicative effect 5.91 and this 

indicated the absence of interaction between GSTM1 genotype and gender in 

stomach cancer. In addition, combined effect 1.89 was lower than a multiplicative 

effect 7.27. For this reason, this result indicated the absence of interaction between 

GSTT1 genotype and gender in stomach cancer. Combined effect 7.55 was lower 

than a multiplicative effect 7.90 and this indicated the absence of interaction between 

GSTM1 genotype and age in stomach cancer. On the other hand, combined effect 

5.58 was higher than a multiplicative effect 2.42 and this indicated the presence of 

interaction between GSTT1 genotype and age in stomach cancer. 
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5.6.5 Multivariate Analysis 

 

After these investigations about interaction and confounding effects in stratified 

analysis and in a biological approach, it was focused on the effect of GSTM1 and 

GSTT1 null genotypes in stomach cancer and logistic regression was used to assess 

the interaction effects between GSTM1 and GSTT1 null genotypes and other risk 

factors (smoking, age, gender) in stomach cancer. Departures from additive and 

multiplicative interaction effects between GSTM1, GSTT1 and risk factors for 

stomach cancer were evaluated. In addition, likelihood ratio test was used to detect 

interaction effect. 

 

Logistic regression was used to control for potential confounders and to estimate 

crude and adjusted ORs and 95% CIs. Firstly, the association between GSTM1 and 

GSTT1 genotypes and risk of stomach cancer was estimated with ORs and their 95% 

CIs in logistic regression models in Table 5.23. 

 
Table 5.23 Association between GSTM1&GSTT1 genotypes and stomach cancer in logistic 

regression model 

      95% CI for OR 

Variable β  S. E. Wald p value OR Lower Upper 

GSTM1 0.474 0.304 2.423 0.120 1.61 0.88 2.92 

Constant -0.474 0.222 4.565 0.033 0.62   

        

GSTT1 0.032 0.361 0.008 0.929 1.03 0.51 2.10 

Constant -0.233 0.171 1.847 0.174 0.79   

Reference categories: normal GSTM1 and normal GSTT1 genotypes 

 

OR values for GSTM1 and GSTT1 genotypes were same results in Table 5.5. 

Using normal GSTM1 and GSTT1 genotypes as referent, values of crude ORs for 

these genotypes were 1.61 and 1.03, respectively. Logistic regression analysis did not 

show any association between GSTT1 null genotype and stomach cancer risk (p-

value = 0.929, OR = 1.03, 95% CI: 0.51-2.10). GSTM1 null genotype showed a 

slightly increase risk for stomach cancer (p-value = 0.120, OR = 1.61, 95% CI: 0.88-

2.92), but this was not statistically significant considering CIs for ORs included 1. 
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In 5.5.3 section, we found that age and gender as confounder. After controlling 

age and gender, the adjusted ORs and 95% CIs for GSTM1 and GSTT1 were 

calculated in logistic regression models. Exposure variables were age, gender and 

GSTM1&GSTT1 in these models.  

 
Table 5.24 Logistic regression analysis in adjusted ORs of stomach cancers with GSTM1 genotype, 

gender and age 

      95% CI for OR 

Variable β  S. E. Wald p value OR Lower Upper 

GSTM1 0.383 0.334 1.314 0.252 1.47 0.76 2.82 

Gender 0724 0.335 4.684 0.030 2.06 1.07 3.98 

Age 1.418 0.337 17.731 0.000 4.13 2.13 7.99 

Constant -1.352 0.308 19.248 0.000 0.26   

Reference categories: normal GSTM1 genotype 

 

Logistic regression model included GSTM1 (normal versus null), gender (female 

versus male) and age (young versus old) variables. After controlling for gender and 

age, the adjusted OR for GSTM1 was 1.47 which was not significant considering the 

95 % CI (p value = 0.252, 95 % CI: 0.76-2.82). 

 

The same procedure was applied for GSTT1 genotype below: 

 
Table 5.25 Logistic regression analysis in adjusted ORs of stomach cancers with GSTT1 genotype, 

gender and age 

      95% CI for OR 

Variable β  S. E. Wald p value OR Lower Upper 

GSTT1 -0.050 0.390 0.016 0.899 0.95 0.44 2.05 

Gender 0.784 0.330 5.635 0.018 2.20 1.15 4.18 

Age 1.407 0.336 17.568 0.000 4.08 2.11 7.88 

Constant -1.162 0.273 18.115 0.000 0.31   

Reference categories: normal GSTT1 genotype 

 

After controlling for gender and age, the adjusted OR for GSTT1 was 0.95 which 

was not significant considering the 95 % CI (p value = 0.899, 95 % CI: 0.44-2.05).  
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After controlling age, gender and smoking, the adjusted ORs and 95% CIs for 

GSTM1 and GSTT1 were calculated in logistic regression models. Exposure 

variables were age, gender, smoking and GSTM1&GSTT1 in these models. These 

were shown in Table 5.26 and 5.27, respectively.  

 
Table 5.26 Logistic regression analysis in adjusted ORs of stomach cancers with GSTM1 genotype, 

gender, age and smoking 

      95% CI for OR 

Variable β  S. E. Wald p value OR Lower Upper 

GSTM1 0.375 0.337 1.240 0.265 1.45 0.75 2.81 

Gender 0.602 0.346 3.032 0.082 1.83 0.93 3.60 

Age 1.482 0.344 18.533 0.000 4.40 2.24 8.64 

Smoking 0.515 0.344 2.238 0.135 1.67 0.85 3.28 

Constant -1.569 0.346 20.562 0.000 0.21   

-2 Log-likelihood = 212.134 

Reference categories: normal GSTM1 genotype 

 

Logistic regression model included GSTM1 (normal versus null), gender (female 

versus male), age (young versus old) and smoking (non-smoker versus smoker) 

variables. After controlling for gender, age and smoking, the adjusted OR for 

GSTM1 was 1.45 which was not significant considering the 95 % CI (p value = 

0.265, 95 % CI: 0.75-2.81). Logistic regression analysis revealed age to be associated 

with increase OR value for stomach cancer (p-value = 0.000, OR = 4.40). 95 % CI 

for OR value did not include 1 (95 % CI: 2.24-8.64).  
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Logistic regression analysis in adjusted ORs of stomach cancers with GSTT1 

genotype, gender, age and smoking is given below. 

 
Table 5.27 Logistic regression analysis in adjusted ORs of stomach cancers with GSTT1 genotype, 

gender, age and smoking 

      95% CI for OR 

Variable β  S. E. Wald p value OR Lower Upper 

GSTT1 0.025 0.396 0.004 0.949 1.03 0.47 2.23 

Gender 0.662 0.341 3.781 0.052 1.94 0.99 3.78 

Age 1.467 0.343 18.354 0.000 4.34 2.22 8.49 

Smoking 0.523 0.345 2.299 0.129 1.69 0.86 3.32 

Constant -1.407 0.324 18.880 0.000 0.24   

-2 Log-likelihood = 213.373 

Reference categories: normal GSTT1 genotype 

 

As seen in Table 5.27, after controlling for gender, age and smoking, the adjusted 

OR for GSTT1 was 1.03 which was not significant considering the 95% CI (p value 

= 0.949, 95% CI: 0.47-2.23). In addition, logistic regression analysis showed that age 

was associated with increase OR value for stomach cancer (p-value = 0.000, OR = 

4.34).  

 

Interactions between GSTM1 and GSTT1 genotypes and smoking were assessed 

by likelihood ratio tests comparing multivariate logistic regression models, with and 

without interaction terms in the presence of individuals genotypes effects. After 

controlling age, gender and smoking, the adjusted ORs and 95% CIs for GSTM1 and 

GSTT1 were found in logistic regression models in Tables 5.28 and 5.29, 

respectively.  
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Table 5.28 Logistic regression analysis for interaction between GSTM1 and smoking by gender and 

age 

      95% CI for OR 

Variable β  S. E. Wald p value OR Lower Upper 

GSTM1 0.110 0.470 0.055 0.814 1.12 0.44 2.81 

Gender 0.588 0.347 2.879 0.090 1.80 0.91 3.55 

Age 1.468 0.345 18.156 0.000 4.34 2.21 8.53 

Smoking 0.235 0.489 0.230 0.631 1.26 0.48 3.30 

GSTM1×Smoking 0.536 0.668 0.644 0.422 1.71 0.46 6.33 

Constant -1.426 0.384 13.767 0.000 0.24   

-2 Log-likelihood = 211.490 

Reference categories: normal GSTM1 genotype 

 

The adjusted ORs for GSTM1 and GSTM1×Smoking variables were 1.12 and 

1.71, respectively. 95% CIs for ORs values of these variables included 1, 

respectively (p value = 0.814, 95% CI: 0.44-2.81; p value = 1.71, 95% CI: 0.46-

6.33). For this reason, these variables were not statistically significant. In addition, 

the likelihood ratio test statistic (G) for the hypothesis that the slope coefficient is 

zero was obtained as minus twice the difference between the log-likelihoods for all 

variables in the model and the model containing all variables except for the variable 

GSTM1×Smoking. Under the null hypothesis, G value followed the chi-square 

distribution with 1 degrees of freedom. This was denoted by 

156)( reducedfull =−=ν−ν . The likelihood ratio test for the difference between the 

models in Tables 5.26 and 5.28 (a test for the significance of GSTM1×Smoking) 

yielded a value of [ ] 644.0490.211134.212G =−= . Comparing this value to the chi-

square distribution with 1 degrees of freedom yielded a value of 3.84 )( 2
95.0,1χ . Here, 

0.644 was less than 3.84. For this reason, GSTM1×Smoking variable was not 

significant in this model. 
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The same procedure was applied for GSTT1 genotype below: 

 
Table 5.29 Logistic regression analysis for interaction between GSTT1 and smoking by gender and 

age 

      95% CI for OR 

Variable β  S. E. Wald p value OR Lower Upper 

GSTT1 -0.010 0.519 0.000 0.984 1.00 0.36 2.74 

Gender 0.662 0.341 3.773 0.052 1.94 0.99 3.78 

Age 1.469 0.343 18.359 0.000 4.34 2.22 8.50 

Smoking 0.505 0.387 1.697 0.193 1.66 0.77 3.54 

GSTT1×Smoking 0.086 0.804 0.011 0.915 1.09 0.22 5.27 

Constant -1.397 0.336 17.241 0.000 0.25   

-2 Log-likelihood = 213.362 

Reference categories: normal GSTT1 genotype 

 

As seen in Table 5.29, the adjusted ORs for GSTT1 and GSTT1×Smoking 

variables were 1.00 and 1.09, respectively. 95% CIs for ORs values of these 

variables included 1 value, respectively (p value = 0.984, 95% CI: 0.36-2.74; p value 

= 0.915, 95% CI: 0.22-5.27). For this reason, these variables were not statistically 

significant. In addition, the likelihood ratio test statistic (G) was used. Under the null 

hypothesis, G value followed the chi-square distribution with 1 degrees of freedom. 

The likelihood ratio test for the difference between the models in Tables 5.27 and 

5.29 (a test for the significance of GSTT1×Smoking) yielded a value of 

[ ] 011.0362.213373.213G =−= . Comparing this value to the chi-square distribution 

with 1 degrees of freedom yielded a value of 3.84 )( 2
95.0,1χ . Here, 0.011 was less than 

3.84. For this reason, GSTT1×Smoking variable was not significant in this model. 

 

After analysis of these gene-environment interactions for GSTM1×Smoking and 

GSTT1×Smoking, the other gene-environment interactions were analyzed in logistic 

regression models. These models included GSTM1 (normal versus null), GSTT1 

(normal versus null), gender (female versus male), age (young versus old), smoking 

(non-smoker versus smoker), and pack-year (less than 20 versus greater than 20) 

variables. These gene-environment interactions were given in Table 5.30.  
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Table 5.30 Some gene-environment ınteractions in logistic regression models 

              95% CI for OR 

Gene*Environment p-value OR Lower Upper 

GSTM1×Gender 0.414 0.56 0.07 1.59 

GSTM1×Age 0.881 0.90 0.24 3.41 

GSTM1×Pack-Year 0.114 0.20 0.03 1.47 

GSTT1×Gender 0.172 0.34 0.07 1.59 

GTTT1×Age 0.181 3.11 0.59 16.45 

GSTT1×Pack-Year 0.130 0.14 0.01 1.79 

 

Interaction and confounding effects were also investigated in stratified analysis, a 

biological approach and multivariate analysis. A summary of all analysis was shown 

in Table 5.31.  

 
Table 5.31 Comparison of stratified analysis, biological approach and multivariate analysis 

 Stratified Analysis Biological Approach Multivariate Analysis 

 Interaction Confounding Interaction Interaction 

Smoking×Gender No Gender   

Smoking×Age No Age   

Pack-Year×Gender No Gender   

Pack-Year×Age No Age   

GSTM1×Gender No Gender No No 

GSTM1×Age No No No No 

GSTT1×Gender Yes - No No 

GSTT1×Age No No Yes No 

GSTM1×Smoking No No Yes No 

GSTM1×Pack-Year Yes -  No 

GSTT1×Smoking No Smoking No No 

GSTT1×Pack-Year Yes -  No 
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CHAPTER SIX 

CONCLUSION 

 

The case-control study of 127 cases of stomach adenocarcinoma and 101 controls 

between 2006 and 2008 years in Turkey was designed to evaluate the effect on 

stomach cancer risk of GSTM1 and GSTT1 gene polymorphisms. In addition, 

interaction and confounding effects were analyzed for some risk factors in stomach 

cancer.  

 

The stomach cancer depends on many factors. These are gender, age, diet status, 

tobacco use, family history, intake of some food types, country of origin, obesity and 

environmental exposure. In our study, risk factors for stomach cancer were 

investigated in six category as demographic factors (gender, age, place of residence 

and birth, education status, marital status, job status, health care insurance, 

socioeconomic status), medical factors (body mass index, weight loss, health 

problem, family cancer history, smoking and cumulative cigarette smoking (pack-

years), drinking habits (alcohol consumption, tea, herbal tea, instant coffee, turkish 

coffee and soft drinks intakes), nutritional factors (salt, margarine, oil, butter, sugar, 

hot food, spicy food, red meat and poultry intakes), pathological factors (location of 

tumor, histological type) and genotype factors (GSTM1 and GSTT1 genotypes). 

 

The increased consumption of vegetables and fresh fruit has been shown to reduce 

the risk of stomach cancer (Hansson et al., 1994; Terry et al., 1998), whereas high 

consumption of salt tends to increase the risk of stomach cancer (Lee et al., 1995; 

Nazario et al., 1993). Some studies have reported an increased risk of stomach cancer 

in populations who consumed less milk and dairy product (Hirayama, 1984) and 

meat (Jedrychowski et al., 1986) or more salted foods (Hu et al., 1988). Tobacco 

smoking has been considered a potential risk factor for stomach cancer. From the 

previous epidemiological studies, a risk of stomach cancer among smokers is 

increased compared with non-smokers (Hansson et al., 1994; Tredaniel et al., 1997; 

Dyke et al., 1992). Smoking also has been implicated in stomach cancer. In 2004, the 

Surgeon General issued a report linking smoking to a range of diseases, including 
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stomach cancer. Like many cancers, stomach cancer is most common in older 

people. Few cases occur below 50 years of age and the highest rates are in men and 

women over 70. Men are twice as likely to get stomach cancer as women (Yalçın et 

al., 2006).  

 

In this study, a polymerase chain reaction (PCR) method was used to detect the 

presence or absence of the GSTM1 and GSTT1 genotypes. According to this 

method, genotype data were available for 79 cases and for 99 controls. Blood 

samples of some cases were not collected and some result did not come out properly 

from the laboratory which consisted of missing data for genoytpe. The small number 

of cases was a limitation to estimate OR’s precisely. The other limitation of this 

study was the difference of age and gender in cases and controls. It was more 

difficult to find older controls or they were more reluctant to be interviewed. We did 

not used matching according to age or gender. In our study, stomach cancer cases 

were older than population controls. In addition, male proportions were higher than 

female proportions in stomach cancer cases. This situation created a potential 

confounding effect. To minimize the possible confounding effects of these 

differences, we controlled for age and gender in all of our analyses. We found that 

age and gender were confounder in stratified analyses. On the other hand, we found 

possible gene- environment interaction in stratified analyses and also from a 

biological approach. 

 

The presence of GSTM1 and GSTT1 null genotypes varies in ethic groups. 

GSTM1 genotype was absent (null) in 35%–60% of individuals (Bell et al., 1993; 

Chenevix et al., 1995), and GSTT1 genotype was absent in 10%–65% of the human 

population (Nelsen et al., 1995; Chenevix et al., 1995). Lim et al. (1994) found that 

the prevelance of GSTM1 null genotype among healthy Chinese to be 49% in Hong 

Kong and 45% in Taiwan. Katoh et al. (1996) found that the prevelance of GSTM1 

null genotype in cases and controls were 57% and 44% in Japanese population, 

respectively. Deakin et al. (1996) found that the prevelance of GSTM1 null genotype 

was 53% in cases and 55% in controls in English population. Setiawan et al. (2000) 

found that the prevelance of GSTM1 and GSTT1 null in controls to be 51% and 46% 
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in China, respectively. Setiawan et al. (2000) found that the prevelance of GSTM1 

and GSTT1 null in cases to be 48% and 54%, respectively. Cai et al. (2001) found 

that GSTT1 null genotype in cases was 43% in China. Tamer et al. (2005) found that 

the prevelance of GSTM1 and GSTT1 null in controls to be 43% and 26%, 

respectively. In addition, Tamer et al. (2005) found that the prevelance of GSTM1 

and GSTT1 null in cases to be 57% and 30%, respectively. Palli et al. (2005) found 

that the prevelance of GSTM1 and GSTT1 null in controls to be 50% and 17% in 

Italian population, respectively. In addition, Palli et al. (2005) found that the 

prevelance of GSTM1 and GSTT1 null in cases to be 51% and 23%, respectively. 

Boccia et al. (2007) found that the prevelance of GSTM1 and GSTT1 null in cases to 

be 56% and 37%; in controls to be 53%, and 22% in Italian population, respectively. 

Our results were similar to these results. According to our result, the prevalence of 

GSTM1 null genotype was 58.2% in cases, 46.5% in controls and the prevalence of 

GSTT1 null genotype was 22.8% in cases, 22.2% in controls in Turkish population. 

 

Very few studies in the past have studied the associations between GSTM1 and 

GSTT1 null genotype and the risk of stomach cancer. Harada et al. (1992) showed an 

association between GSTM1 and stomach cancer in small sample size. Katoh et al. 

(1996) also showed a weak association between GSTM1, but not GSTT1, genotype 

and stomach cancer in Japanese population. Deakin et al. (1996) showed no 

association between GSTT1 and stomach cancer in English population. Setiawan et 

al. (2000) showed no association between GSTM1 and stomach cancer in China. But 

Setiawan et al. (2000) showed an association between GSTT1 and stomach cancer. 

Cai et al. (2001) found that GSTT1 gene deletion was not associated with stomach 

cancer but they observed evidence of a relatinship between null genotype of GSTM1 

and risk of stomach cancer in China. Gao et al. (2002) showed no association 

between GSTT1 and stomach cancer in China. But they found an association 

between GSTM1 and stomach cancer. Tamer et al. (2005) showed an association 

between GSTM1 and stomach cancer, but not GSTT1. Palli et al. (2005) showed no 

association between GSTM1 and stomach cancer in Italian population. Boccia et al. 

(2007) found that GSTT1 polymorphisms appeared to modulate individuals 

susceptibility to stomach cancer in Italian population, particularly when combined 
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with cigarette smoke. In our study, we found no association for GSTT1, but slightly 

increased risk for GSTM1 althought not statistically significant in Turkish 

population.  

 

In our study, risk factors for stomach cancer were investigated in different 

categories. For demographic factors, lots of cases were males (56.7%), whereas lots 

of controls were females (63.4%). Case group was older than control group. 60.6% 

of the case group was old and 75.2% of the control group was young. 66.9% of the 

cases were living in İzmir and 75.2% of the controls were living in İzmir. The 

proportion of “no education” status was higher among cases (17.3%) than those of 

the controls (5.0%) as expected. Individuals who had “no education” were 10.06 

times more likely to have cancer than individuals who graduated from university. 

There were no statistically significant difference in birth place, residence place, 

marital status, insurance and income variables between two groups. For medical 

factors, the proportion of weight loss variable was significantly higher among cases 

(75.6%) than those of the controls (37.6%) as expected. There was no difference in 

family cancer history variable between two groups (p-value = 0.451). Smoking 

prevalence were 55.9% and 43.6% in cases and controls, respectively. The difference 

was not statistically significant in smoking variable between two groups (p-value = 

0.064). However when this variable was investigated as pack-years of smoking, there 

was significant difference in pack-years variable between two groups (p-value = 

0.001). Using cigarette more than 20 pack-years was increasing the risk 3.95 times 

for stomach cancer compared to less than 20 pack-years category. For drinking 

habits, there were significant differences in Turkish coffee intake and soft drink 

intake variables between two groups (p-value = 0.0001). This difference was 

probably due to digestive problems of the cases thus they were consuming these 

drinks less than the controls. For nutritional factors, there were significant 

differences in salt, margarine, butter, sugar, spicy food and poultry variables between 

two groups. For pathological factors, there was no association between 

GSTM1&GSTT1 genotypes and histological types of stomach cancer cases. In 

addition, there were no differences in GSTM1 and GSTT1 genotype frequencies in 

respect to the location of stomach cancer. 
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There was no association for GSTT1 genotype in cases and controls, but there was 

an increased risk in GSTM1 null patients although a significant association was not 

found (OR = 1.61).  

 

According to univariate and stratified analyses, this study showed that smoking is 

a significant risk factor for stomach cancer in this Turkish population. The significant 

relationship found in the univariate analysis for Turkish coffee and soft drinks should 

be regarded with caution. There is no reported association in the literature for these 

drinks. It is probable that patients with cancer did not consume these drinks after they 

have been diagnosed, but reported this as their usual behaviour. To minimize the 

possible confounding effects caused by difference in age and gender among cases 

and controls, they are controlled in the multivariate analysis. 

 

According to stratified analysis, we found that gender and age were confounder. 

There was no interaction between GSTT1 genotype and age in stratified analysis 

although there was an interaction for a biological approach. This situation was also 

the same for GSTM1 genotype and smoking in stratified analysis. On the other hand, 

there was an interaction between GSTT1 genotype and gender in stratified analysis 

although there was no interaction for a biological approach. In addition, there were 

no interactions in all multivariate analysis. 

 

In conclusion, the effect of smoking on stomach cancer was present after 

adjusting for age, gender, GSTM1&GSTT1. There were 1.67 and 1.69 fold increase 

of cancer in smokers although a significant association was not found. 

 

In summary, this study revealed that GSTM1 polymorphism in stomach cancer 

has a potential role for interaction between this polymorphism and smoking from a 

biological approach. In addition, our data suggested an increased risk for GSTM1 

genotype although a significant association was not found (OR = 1.61, 95% CI: 0.88-

2.92). On the other hand, there was no association for GSTT1 genotype in cases and 

controls.  
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Appendix 1: Sample Size Calculation According to Some Characteristics 
Confidence 
Interval Power 

Control/Case 
Proportion 

Prevelance 
(%) Odds Ratio Control Case Total 

95 80 01:01 50 3.71 49 49 98 
95 90 01:01 50 3.71 63 63 126 
95 80 02:01 50 3.71 74 37 111 
95 80 01:01 50 2.35 101 101 202 
95 90 01:01 50 2.35 132 132 264 
95 80 02:01 50 2.35 152 76 228 
95 80 01:01 40 3.71 45 45 90 
95 90 01:01 40 3.71 57 57 114 
95 80 02:01 40 3.71 68 34 102 
95 80 01:01 40 2.35 97 97 194 
95 90 01:01 40 2.35 126 126 252 
95 80 02:01 40 2.35 144 72 216 
95 80 01:01 30 3.71 44 44 88 
95 90 01:01 30 3.71 57 57 114 
95 80 02:01 30 3.71 66 33 99 
95 80 01:01 30 2.35 101 101 202 
95 90 01:01 30 2.35 132 132 264 
95 80 02:01 30 2.35 150 75 225 
95 80 01:01 20 3.71 50 50 100 
95 90 01:01 20 3.71 65 65 130 
95 80 02:01 20 3.71 74 37 111 
95 80 01:01 20 2.35 121 121 242 
95 90 01:01 20 2.35 158 158 316 
95 80 02:01 20 2.35 176 88 264 
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Appendix 2: The Epidemiological Questionnaire About Determining the Association 

Between Life Styles and Personal Habits 

 

This epidemiological questionnaire is performed by Dokuz Eylül University Arts and Sciences 

Faculty Department of Statistics and Dokuz Eylül University Faculty of Medicine Department of 

Public Health. Finding the association between life styles and personal habits of participants is the aim 

of this questionnaire. Your records will be kept confidential. Information obtained from the 

questionnaire will be only used for scientific purposes. 

 

Participants ID Number:  ……………………………… Date:  ……………………………… 

Family Name/Surname  ………………………………………………………………………… 

Phone Number (Home/Mobile/Job):  ………………………………………………………………. 

Address: …………………………………………………………………………………………….. 

Date of Birth (Month/Day/Year): …………………………………………………………………... 

Place of Birth (Country/Town): …………………………………………………………………….. 

Living Place(Country/Town): ……………………………………………………………………… 

1. In total, how many days/months/years have you lived in İzmir?: ……………………………….. 

2. Gender:          □ Male          □ Female 

3. Your current height: ……………………cms 

4. Your current weight: ……………………kilos 

5. How many kilos have you lost in last six month?: ……………………………. kilos 

6. What is the highest level or year of school you have completed? 

□ No Education 

□ Education 

□ Primary School 

□ Middle School 

□ High School 

□ University 

7. What is your marital status? 

□ Single 

□ Married 

□ Divorced 

□ Widowed 

□ Separated 

8. What is your job status?: ………………………………………………………………………… 

(If you are retired, what was your job?) 
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9. What is your health insurance? 

□ Absent 

□ Yeşil Card 

□ SSK 

□ BAĞKUR 

□ EMEKLİ SANDIĞI 

□ Private Insurance 

10. In total, how much Money is your family income (TL)? 

□ 0-500     □ 500-1000     □ 1000-2000     □ 2000-3000     □ 3000 and above 

11. Do you have an important health problem? 

□ Yes: ……………………………………….. 

□ No 

 

12. Do you have cancer in your family ? 

□ Yes: ……………………………………….. 

                       □ Mother/Father/Brother&Sister/Anyone else: ……………………………………. 

□ No 

 

13. Have you ever smoked cigarette? 

□ Yes (Go to 16. question) 

□ Quit (Go to 14. question) 

□ No (Go to 18. question) 

14. How old were you when you quit?: ………………………….. 

15. How many did you smoke?: ………………………………./per day/per week/per month 

(Go to 18. question) 

16. How old were you when you started?: ………………………….. 

17. How many did you smoke?: ………………………………./per day/per week/per month 

 

18. Nowadays, Have you ever used alcohol? 

□ Yes: ……………….… (Beer, Wine, Rakı, Others…)  …………./per day/per week/per month 

□ Quit 

□ No 

19. Do you regularly consume the following drinks? 

Tea                                                  □ Yes                 □ No 

Herbal Tea                                      □ Yes                 □ No 

Instant Coffee                                 □ Yes                 □ No 

Turkish Coffee                                □ Yes                 □ No 

Soft Drinks                                      □ Yes                 □ No 
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20. Do you avoid eating any of the food items below? 

Salt                                                  □ Yes                 □ No 

Margarine                                       □ Yes                 □ No 

Oil                                                   □ Yes                 □ No 

Butter                                              □ Yes                 □ No 

Sugar                                               □ Yes                 □ No 

Hot Food                                         □ Yes                 □ No 

Spicy Food                                      □ Yes                 □ No 

Red Meat                                        □ Yes                 □ No 

Poultry                                            □ Yes                 □ No 
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