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NEW DIFFERENCE METHOD
FOR ORDINARY DIFFERENTIAL EQUATIONS

ABSTRACT

The new high order of accuracy difference scheme for approximating the solution
of a linear boundary value problem is constructed. Numerical results demonstrate the

efficiency of the method.

Keywords: Second order boundary value problems, difference method, Taylor

expression
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ADI DIFERANSIYEL DENKELEMLER iCIN
YENI FARK YONTEMI

07/
Bu caligmada lineer smmir deger problemi i¢in sonuca iyi bir yaklagimla
yakinsayan ve hata degeri az olan yeni fark yontemi ele alindi. Sayisal sonuglar

yontemin kuvvetli oldugunu gosterdi.

Anahtar sozciikler: Sinir deger problemi, gelistirilen yeni fark yontemi, Taylor

acgilimi
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CHAPTER ONE

INTRODUCTION

We consider the boundary value problem of the form:

-y ®O+a®b)y®)=f(1), 0<t<T, y©)=y,, ¥T)=V;, (1)

where a(t) and f(t) are continuous on [0,T]. A standard theoretical result states that if
a(t)y>0fort e [O,T], then the boundary value problem (1) has a unique solution.

These types of problems are solved by using standard finite difference methods for
numerical approximation. To solve a boundary value problem by the method of finite
differences, every derivative appearing in the equation is replaced by an appropriate
difference approximation. Central differences are usually preferred because they lead

to greater accuracy. In each case the finite difference representation is an
O(h?*) approximation to the respective derivative.Fox (1990), Epperson (2001) and
Ross (1984).

In Chapter 2, we discuss construction of the higher order of accuracy two-step
difference schemes generated by an exact difference scheme for the numerical
solution of a boundary value problem for the second order differential equation.
(Ashyralyev). In Chapter 3, new difference method is investigated by presenting the

numerical results.



CHAPTER TWO

NEW DIFFERENCE METHOD
FOR ORDINARY DIFFERENTIAL EQUATIONS

We consider the boundary value problem of the form:

—y ) +at)yt)=f(t), 0<t<T, (1)
y(0) =y,, (2a)
y(M) =y, (2b)

assuming a(t) and f(t) to be such that problem (1) has a unique smooth solution
defined on [0,T]. However, for existence of a unique solution of the boundary value

problem, we need some estimate from below of a(t).

For the construction of difference schemes we consider the uniform grid space:

[0,T], ={t, =kh,k=0,1,..,N,Nh =T},
with h>0 and N is a fixed positive integer.
The construction of the two step difference scheme of an arbitrary high order of

accuracy for the approximate solutions of the boundary value problem (1) is based on

the following theorem (Allaberen).



THEOREM: Let y(t,) be a solution of the problem (1) at the grid points

t=t, then {y(tk)}y is the solution of the boundary value problem for the second

order difference equations:

) =2y )+ YA+ {(l——j 3% (tyy»9)d8I (.t DY )

H2vd jJ (1, 5)03° (o1 t,) + TJ (t 98 Y(E,)

tkl

by

1Y%,
+ {1 — - ]9t 5)dsd (tkﬂ,tk)Jy(tkﬂ )}
U J7(t,,9)dsd(t,,,.t, )T{TJ (t,.;»9)J(z, s)ds}f(z)dz

+tTJ (t1,9)ds j { [It.93, s)ds}f(z)dz]

b (ke

I<k<N-1, y(0O)=vy,, y(T)=y,,

where

~[b(a)da

Jgs)=e:*

b(t) is a solution of the equation

b*(t)—b'(t) = a(t)

and the following estimate holds:

bt)>b, >0, 0<t<T.

€)

4

)

PROOF: Using relation (4), we can obviously write the equivalent boundary

value problem for a system of first order linear differential equations



y () +b®)y(t) =v(t), y(0)=y,, Y(T)=y;,

—V'(t) + b(t)v(t) = f(t).
Integrating these, we at once obtain

—j.b(/l)di t —j.b(l)d/l
yit)=e ° Yo +J'e : v(s)ds,
0
—]b(/l)dﬂ T —jb(ﬂ)dﬂ
v(t)=e v(T)+je C f(2)dz

t

That is,
t
y(t) = IL.0)Y, + [ It 5)v(s)ds,
0

v(t)=J(T,t)v(T) +]J (z,t)f(2)dz.

From these formulas and the condition y(T)=y; it follows that
T
y(T) = I(t0)y, + [I*(T,s)dsv(T)
0
T T
+IJ (T,s)IJ(z,s) f (z)dzds.
0 S

:
T 72.[b(i)d/1

Since _[e : ds =0,
0

v(T) = ([ 37T, 5)ds) " [yr = IT.0),

J(t,5)J(z,5)f (z)dzds}.

S ey, —
0 e



So we have that

V(D) = I(T,0( 32T, 9)ds) " [y(T) - I(T.0)y,

(J.J(F,S)J(z,s)dz)f(z)ds} +jJ(z,t)f(z)dz

o'—.—!

and

YO =30y, + [IEHAT,8)([ 32T, 0)d0) )yT) - IT.0)y,

T T T
—j(jJ(r,r)J(z,r) f (z)dz)dr} +IJ(z,s)f(z)dz)ds.
0 7 S
By an interchange of the order of integration

y(t) = ( j J(T,s)ds)™ Hja (T, s)dsd (t,0)y, + j J(t,s)J (T,s)dsy(T)}
—jJ(t $)J(T, s)dsxj{jJ (z, s)ds}f(z)dz j{jJ(t $)J(z, s)ds}f(z)dz

+ Hj J(t,9)J(z, s)ds} f(z)dz = u(t) + w(t) + g(t), (6)
where

Ut) = ([I3(T.9)ds) " [ I*(T.5)ds (1.0},
w(t) = (j J 2(T,s,)ds)-ljJ (t,$)JI(T,s)dsy(T),
g(t) = —(jJ 2(T,s)ds)’1jJ(t,s)JG,s)ds

x]'{J'J (z, s)}f(z)dz

+ Hj J(t,9)J(z, s)ds} f(z)dz + j{j J(t,9)J(z, s)ds}f (2)dz



Putting t=t,,,, t=t,, t=t,, into the formula foru(t), we can write
T T
u(t, ) = (JI*(T,s)ds)™ [I2(T,5)ds(t, ,,0)Y,,
0 b
T T
u(t,) = ([I*(T,9)ds)™ [ I*(T,9)dsd (t,,0),
0 ty
T T ty
= ([33(T.9)ds) " ([ I*(T.9)ds (1,00~ [I*(T.9)dsI(t,.0)y,
0 e e
T Ik
=3ttt )~ (37 (T,9)ds)™ [I°(T,9)dsI(t,,0),
0 te
T ty
=3t t Ut ) — ([ 37 (T,9)ds)™ [I7(t,,5)dsd* (T, 1) (¢, .0)Y,,
0 e
T T
utt,,) = ([I*(T,9)ds)” [I7(T,9)dsI(t,.,,0)Y,
0 b

=([32(,9)ds)™ (J 97 (T, )ds (t,,,,0) jJ *(T,9)dsd (t,,,.0)) Y,

= (bt Ut~ ([P T.9)ds) [I2T.8)d8I(t,..00 Y,

=J (., tu(t,).

Hence we obtain the following relation between u(t,,,), u(t,), u(t,,):

([ 924988 Wt ) = I st Ut )
=—([37(T,5)ds)™ 37 (T,t,,)I (t,.1,0)) Yo
([97(t9)ds) ! U(t) = It Ut )

= = (te, 8 32 (T,8)d8) " 3 (T,8,)I (10D Y,



Therefore,
([37,9)d9) ™ Ut - Ittt )
= It [ 329189 Ut ~ I UCE)
or

Ty ey Ty
[97 @, )dsI (t. tou(t.) —{ [37 - 8)ds+ [37(t,.,5)dsd 2(tk+l,tk)}u(tk)

b b t

s
+ [37 (0, 9)dsI (bt Du(t, ) =0 (7)
b

In a similar manner, using the definition of J(t,s) and the formula for w(t), we can

obtain

t tept t
[ 33(t,.5)dsy (tmtk)w(tk“)—{ [3t..9)ds+ | JZ(tk,s)dsJ2(tk+1,tk>}w<tk>
t t, t_

k-1 k-1

tk+1

+ [ 32t 9083 (1 bWt ) =0. ©)

t
Now putting t=t,,,t=t,t=t , into the formula for g(t) and using the

definition of J(t,S) we can obtain

ty g ty
[97(t,5)dsd (tkﬂ,tk)g(tm)—{ [ 32t 9)ds+ [37(t,.,5)dsd 2<tk+1,tk>}g<tk)
te_ ty te

k-1

tk+l

+ [32(t 9883 (4t )A )

t

tk+1

= [ 326 90 (e b ) 2 (T,9)08) " [ 3(t1,9)3 (T, s

1

xj{jJ 2(z,s)ds}f(z)dz)+ﬁl J%(t,.,,5)ds + jJ 2(t,,s)ds] Z(tkﬂ,tk)}

ty
T
0

X (] J 2(T,s)ds)‘tj J(t,,s)J(T,s)ds x J.{_Z[J 2(z,s)ds} f(z)dz



O] o

- j I2(t,,,,9)dsd(t, .t 1)(jJ (T,s)ds)™ j I(t,,,5)d(T,s)ds

xj.{j.] 2(z,s)ds}f(z)dz + JK.J 2(t,,9)dsd(t,.,.t,)

b

ey

( j {jJ(t“1 $)J(z, s)ds}f(z)dz+ j {TJ(tkH $)J(z, s)ds}f(z)dz)

0 e L O

and it leads,

|98 T
—{ [ t,s)ds+ | J2<tk,s)dsJ2(tk+1,tk>}
b

X (Hj J(t,,s)J (z,s)ds} f(z)dz + j{j J(t,,s)J (z,s)ds} f(z)dz)

tea)

+ j I2(t,,,,s)dsd(t, .t 1)(]' {j It,,,9)d(z, s)ds}f(z)dz)

+ {TJ(tk 1>S)J(2, S)dS}f(z)dz)

ey

9]

= jJ (t,,5)dsd (t,, .t ( j {jJ(tk+1 $)J(z, s)ds}f(z)dz— kjl{TJ(tkH,s)J(z,s)ds}f(z)dz

tet ty 0

- T { TJ (t.,»$)Jd(z, s)ds} f(2)dz)

—{j (.90 + [12(4.9) 2(tk+],tk>ds]
+ jJ 2 (t,,S)dsd(t,,,,t, )(Jk' {j J(t,.,,8)J(z, s)ds} f(z)dz
- { T]J(tk+1,s)J (z,s)ds} f (2)dz)

x(f{jJ(t ,5)J(z, s)ds}f(z)dz+I{IJ(t ,5)J(z, s)ds}f(z)dz)

+ j J2(t,.,,s)dsd(t,.t, 1)(f {jJ(tk1 $)J(z, s)ds}f(z)dz



o {JJ (t .92, s)ds}f(Z)dD

[

+ j J2(t,,,,5)dsd (t,,t, )(— j{jJ(tk L5)J(z, s)ds}f(z)dz

k-1

+ j{ja(tk 18I, s)dS}f(Z)dZ)

o

_—I J7(t,,9)dsd(t,,,,t, ) T{TJ (t,.;,9)Jd(z, s)ds}f(z)dz

e

- j J2(t,,,,s)ds j { j It,,s)d(z, s)ds}f(z)dz (9)

B (ke

Before the investigating the relation between Yy(t, ), Yy(t,), y(t.,) the goal

1s to find how the below complex formula can be obtained;
t tz Tt
g(t) = —A"KIJ(t,s)J(T,s)ds +”J(t,s)J(z,s)dsdz +”J(t,s)J(z,s)f(z)dsdz :
0 00 to
where

K=1|1J(T,s)J(z,5s)f(z)dsdz,

o'—,—|
O e N

;
A:sz(T,s)ds,
0
and

[
= [3(t,.,5)ds,

te

a Jd(t,,,.t)al.)-(@. +aJd ? et ) +a,, It Do) =

—a,J (1.t )[— gt + It 1) 9(E, )} — [g(tk )= It )]g(tkl)

() (i)
We separate the parts (i), (ii) which help us to analyze the formula. Now consider the
part (i);
—9(t) + It 109 ()
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By expanding the integral’s boundary values term by term, some integrals are in the

following form:

tk+l T tk+1

= A KjJ(tkH,s)J(T s)ds—jj -[ . .+tkf1tjk...dsdz

0 e b

te z

T tk+l
I, = J‘ j...dsdz , 6, SZ<T, t, <s<t,,.

G
By an interchange of the order of integration and using the double integral properties
we will get;
— &, J (4, L) (=9 (M) + I (L 8 9 ()

st Ty

([ 98It [ [I00,9)3 (29 F (sl

te ty z
Using the same consideration part (ii) can be obtained as the part (i).

So using the last formula and the identities (7) and (8) we obtain the following

relation between Yy(t,,,), y(t,), y(t,.,)

t Y
[97 @, 9)dsI ., 0V { [ 37t 5)ds
t

te

te t

' j I3 (t,.5)dsd > (b, .t )}y(t )+ [37 903 otV )

= —_[ J2(t,,s)dsI(t, . t, )T{TJ (tkﬂ,s)J(z,s)ds}f(z)dz

ty z

byt

- jJ (tkH,s)dsJ‘ {jJ(tk,s)J(z s)ds}f(z)dz

From this it follows (3) for anyk, 1 <k < N —1. Theorem is proved.
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Let us note that the boundary value problem (3) is called the two step exact
difference scheme for solution of the boundary value problem (1). Note that for

b(t) we have the Riccati differential equation (4). Therefore for the smooth a(t)
there exists a smooth positive solution of this differential equation defined on the

segment [0,T]

Now we will consider the applications of this exact difference scheme. From (3),
it is clear that for the approximate solutions of the problem is necessary to

approximate the expressions
ltk+l 1 t
[ 9, 374 9)ds, It It
T e
and

T{TJ(tkH,S)J(z,s)ds}f(z)dz, _f{j.\](tk,s).](z,s)ds}f(z)dz (10)

t z B Ltk

Let us remark that in constructing difference schemes it is important to know how

to construct a right hand side Q. that satisfies

{ [ 32t 9)dsI byt )j { jJ (t,..,s)J (z,s)ds} f(z)dz

z

+ j J (tkﬂ,s)dsj. {IJ(tk,s)J(z s)ds}f(z)dz]— P9 = O(hP*) (11

G b
and is sufficiently simple. The choice formulaQ./® is not unique. Using Taylor’s

formula with respect to the function

tk+1

j I(t,,,,s)d(z,5)dsf (2)

on the variable z we obtain

L0 93@ 90 @)

t

p+

Nej

Z[ J mﬂam)f”)(m)% o(h™), (12)

11=0

3
1l
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where

ﬂo (tk+1) =0, ﬂl (tk+1) =-1, :Bz (tk+1) =0,

wm2 (13)
ﬂﬂ%ﬂ=§( ijWH%mnmnmxssmsp+q

Using Taylor’s formula with respect to the function
j J(t,,s)d(z,5)ds} f (2)
et

on the variable z, we obtain

1

e k { JZ-J (t.,s)J (Z,S)ds} f(z)dz

G (ta

p+q

3 m (2)
B [ﬁjﬂmz (tkfl)f (t)

m=1

hm—l
(m+1)!

+0(h™), (14)

where

ﬂo (tk—l) =0, ﬁl (tk—l) = ‘](tk e ), ﬂz (tk—l) =0,

w2 (15)
Bnty) = Z( 1 ]a(m_z‘“(tkl B, (), 3<m< p+a.

Moreover for the construction ofQ,”* we will use (12) and (14). However, first of all

let us study the approximate formulas for the expressions

ltk+1 1 tk
o be)s It [ 97 ,y.9)ds, - [37,.9)ds,
b

te
That will be needed further for the construction of difference schemes of a high order

of accuracy for the approximate solution of the problem (1).

Let us consider the approximate for the expressions

- T_‘k‘b(s)ds
It )=e™  =e®"" —hibt,) b, )e """



p q- n+1 n
st

+
X%Mh%bmHDGMRJT4 ( }”au«u&ar*iym“”+om““)

where

{ Bi(s)=1,i=0
Bi(s)= ﬂi'—l (8)+ B (s)b(s), 1<i< p+a.

To obtain the above formula we use such a following method:

tk tk
- jb(s)ds - Ib(s)ds

J(t,,t,_ )=e* — o PN _ g btOh | o
z Z:tk

— | b(s)ds
:e*b(tk)h + e*b(tk)(tkfz)e to1

Z=ty

g —J.b(s)ds
— N 4 J‘_ et g uo dz
Z

tey

- b(s)ds

— g btoh j(b(t ) — b(z)] DIt g 1y )Etnk)l)dz

ey

- b(s)ds

+3 (bt - @) " Ve W j(z t, ) "dz

n=1

=e "+ h(b(t, ) —b(t,_,))e ™"

0 (h)n+1 ~
+2 (nH)!([b(tk) b(2)]

- Ib(s)ds n n - b(s)ds )
% @ Pt 1 )81) 1) [ j([b(tk )— b(z)]e_b(tk )(t—2) )l (e v )n-'
=0

13

(16)

(17)



Same procedure can be applied for J(t,,,,t,).

For the other formula

1%,
R!}J (t,,s)ds

S a gy D" prg
- mZ:O (}Jﬂm—a(tk)f (tk)(m+1)!+o(h ),

where

B.(s)=1,i=0,
Bi(s)= " () + B (5)2b(s), 1<i< p+q.

For the formula

tk+l

1765
F {[ J (tk+1 s S)ds

_ R (m NG L
- r;) (ijﬂm—},(tkﬂ)f( )(tk+1)(m+1)!+o(hp q)a

where

Bi(s)=1,i=0,
Bi(s)=B."(8)+ B (5)2b(s), 1<i < p+a.

14

(18)

(19)

(20)

21)



CHAPTER THREE

NUMERICAL RESULTS

To illustrate the high accuracy of the new difference method for second order
linear boundary value problem, the following test problem is considered. We
compared the errors which are obtained by standard finite difference method and

new difference method.

Example 3.1:
-y O+yM =1
y(0)=0,
y(0.5) =1,

where a(t) = f(t)=1.

The corresponding first order system is:

y (1) +b(®)y(t) = v(b)
—Vv (t)+b(t)v(t) =1,

where

b>(t)-b'(t) =1

with the solution

c+e”

C_e2t >

b(t) =

for any ¢, such that ¢ =e*and b(t) > 0, Vt €[0,1].

Let us choose ¢ =8 for the test problem.

15
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It is observed that the errors in the new difference method less than the error in
standard finite difference method, although same step sizes are used. All numerical

computations are performed by Mathematica.

Table 3.1: Errors between approximate and exact values

New Difference Method (p+q=4) | Finite difference method
8.96271x10° 0.0000459231
h=1/3

0.0000158814 0.0000420156

1.22941x10°® 7.52659x10°°
2.416x10™ 0.0000115121
h=1/6 3.4944x10® 0.0000123857
4.2592x10° 0.0000105326

4.01216x10® 6.29958x10°

1.9329x107™" 1.05938x10°°

3.84228x10™"! 1.88294x10°°

5.71811x10™"" 2.48522x10°°

7.54253x10™"" 2.88x10°°

9.28432x10™"! 3.08032x10°

h=1/12 1.08892x10™"° 3.09853x10°
1.22617x107"° 2.94637x10°°

1.32299x10™"° 2.63494x10°°

1.34762x107™"° 2.17479x10°

1.23911x10™"° 1.57597x10°°

8.75457x10™"! 8.4801x107
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