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OZET
Yuksek Lisans Tezi
Davranissal Finans: Asiri Giiven Hipotezi velstanbul Menkul Kiymetler
Borsasi'ndan Kanitlar
Ozge BOLAMAN

Dokuz Eyliil Universitesi
Sosyal Bilimler Enstitlisu
ingilizce Isletme Anabilim Dali

ingilizce Finansman Programi

Etkin Piyasalar Hipotezi insanlarin tamamen mantiki oldugunu
varsayar. Oysa, gercek dunyada vyapilngi olan ampirik analizlerde bu
varsayimla ¢elsen bulgular, anomaliler, tespit edilmstir. Bu bulgulardan sonra,
arastirmacilar alternatif aciklamalar aramaya basladilar ve boylece davrangsal
finans olgusu gekmeye baladi. Bu tez, davransgsal finansin bir alt konusu olan

Asirt Guven Hipotezini incelemek amaciyla hazirlanmtir.

Bu tezde airi guven hipotezi iki test edilebilir hipotez yolwla tasvir
edilmistir. Ik hipoteze gore, pazar kazanclari yatirimcilarin lkendine duydusu
asirl guveni arttirir ve bunun sonucunda yatirimcilar bir sonraki dénemde daha
cok islem yapar. ikinci hipoteze gore ise, qri giivenli yatirmcilarin yaratti gi
asiri islem hacmi volatiliteyi arttirir. Ampirik analiz kis minda, Chuang ve Lee
(2006)'nin  kullandigi yontemden yararlanilarak, Nisan 1991-Ocak 2011
tarihleri arasinda IMKB'de asiri giiven hipotezinin varhigi test edilmistir.
Arastirma bulgularinda asiri given hipotezinin 6ngordigi Uzere, getiriden
islem hacmine d@ru bir pozitif nedensellik bulunmustur. Ancak, sartl
volatilitenin asiri glvenden kaynaklanan slem hacmiyle beraber artmadgi
ortaya konmustur. Bu nedenle aragtirma sonucu airi guven hipotezi ile uyumlu

bulunmamaktadir. Bu tezin daha 6nce benzer ¢cailmalarda kullaniimamis olan



IMKB-100 endeksini kullanarak, Turkiye’deki asirt glven hipoteziyle ilgili

literattre katkida bulunacagi disinilmektedir.

Anahtar Kelimeler: 1) Davrangsal Finans, 2) frigtiven Hipotezi, 3) Etkin

Piyasalar Hipotezi, 4) Piyasa Anomalileri, 5) IIBAK



ABSTRACT
Master’s Thesis
Behavioral Finance: Overconfidence Hypothesis and\&dence from Istanbul
Stock Exchange
Ozge Bolaman

Dokuz Eylul University
Graduate School Of Social Sciences
Department Of Business Administration
Finance Master’s Program

Efficient market hypothesis assumes that people ardully rational.
However findings contradicting with this assumption anomalies , are detected
in real-world empirical studies. After these findings, researchers attempt to find
alternative explanations and by this way behavioralfinance is started to be
developed. This thesis has been constructed to exaen overconfidence

hypothesis which is a sub-title of behavioral finace.

In this thesis, overconfidence hypothesis is chartgized by following
two testable hypotheses. Based on first hypothesisarket gains are expected to
increase investors’ overconfidence and as a resudf this, investors trade more
in subsequent period. Based on second hypothesisxcessive trading of
overconfident investors contributes to volatility.In empirical analysis, existence
of overconfidence hypothesis in ISE is tested by befiting from the
methodology used by Chuang and Lee (2006) for theepod between April 1991
and Jan 2011. In the findings of research, a posie causality is found from
return to trading volume as overconfidence hypothds foresees. However,
conditional volatility is not found as increasing vith trading volume caused by
overconfidence. Because of that reason, result ofsearch is not found as
consistent with overconfidence hypothesis. This tkes is considered as

Vi



contributing to literature of overconfidence hypothesis in Turkey by using ISE-
100 index that has not been used in similar studidsefore.

Keywords: 1) Behavioral Finance, 2) Overconfidence Hypothess)
Efficient Market Hypothesis, 4) Market Anomalie$,|ISE
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INTRODUCTION

In traditional finance theories, people are assurnwede always rational.
These individuals, who are defined as homo econsniare assumed to have
enough ability and logic in order to make decisiafmsch will optimize their utility
function. Nonetheless, human nature has a more leangtructure than traditional
theories foresee. This phenomenon is widely ingattd in the disciplines line
sociology and psychology. Psychology asserts teaawior of individuals bases on
cognitive processes. In this framework, a new pherwon that is behavioral finance
appears in the literature of finance. Behavioralafice asserts that investment
decisions also bases on mentioned cognitive presessccording to behavioral
finance models, investors are affected by cognitrases and because of that reason
markets could not be efficient. Supporters of babraVv finance assert that investors
take into account not only risk and return concdpis also other variables like
previous beliefs. Namely, process of decision-mgkis not a perfect process.
Generally, investors tend to make investment deassiwhich provide them

maximum satisfaction rather than maximum utility.

This thesis is about the one of the concept of ikkavioral approach:
overconfidence. It aims to contribute the literatwf overconfidence hypothesis
studies in Turkey by examining phenomenon on IS&4hdex. It consists of three
parts. In the first chapter efficient market hypestis, which is the alternative of
behavioral finance, and anomalies, which are figslicontradicting with efficient
market hypothesis, will be examined. Noise contlegt is perceived as a discussion

regarding efficient market hypothesis is also ideld in this chapter.

In the second chapter, behavioral finance theoryexamined in detail.
Related theories which are expected utility thesorgl prospect theory, heuristics and
cognitive biases are also included.

In the third and last chapter, overconfidence phesmn is concentrated on.
Empirical literature on overconfidence is examingden model framework that will

be used is given. Empirical part consists of twetieas. In the first one, relation of



overconfidence with trading volume is investigatiedbugh econometric methods. In
the second one, relation of overconfidence withatilitly is investigated through
econometric methods. At the end of econometricyaiglreturn is found to Granger
Cause trading volume. It is proven that investergltto make more trades after they
obtain return from their investments, namely thsalf-confidence increases by the
returns obtained. After then another suggestiorowdrconfidence hypothesis is
tested. At the end E-GARCH Analysis, market vaigtis not found to be caused by

excessive trades of overconfident investors.
This thesis is essential since:

It provides a detailed literature on EMH and it egvbehavioral finance

phenomena in a comparative manner with EMH.

It gives concepts from not only outlook of finanmat also psychology. In a

way, it has a characteristic of transitivity in ta@isciplines.

Empirical work about overconfidence hypothesiscaree not only in Turkey

but also in world generally, due to lack of wellfided and testable implications.



CHAPTER ONE
GENERAL OUTLOOK TO EFFICIENT MARKET HYPOTHESIS

1.1. EFFICIENT MARKET HYPOTHESIS

In this chapter, development and literature orceffit market hypothesis will
be presented. Types of efficiency, models that anp®rtance in empirical literature
will be mentioned briefly. In addition, evidencesuatering efficient market
hypothesis and anomalies will be examined in aamzpd manner.

As Modern Portfolio Theory is started to be accegieginning from 1960s,
number of studies regarding factors affecting stquices increase. Authors
wondered if price changes are independent from etdr. Namely, themvestigate

if price changes are random or not.

Fama defines an efficient market in his study thabnducted in 1970, as the
one in which prices are always assumed to “fullifect” available information.

That definition is the main source of efficient ketrhypothesis.

As noted by Fama 1970, all empirical work on eéfiti markets can be
considered within the context of the general exgukeeturn or “fair game” model.
However, in the early literature discussions of #fécient markets model are

phrased in terms of random walk model.

With reference of Fama, Samuelson and Mandelbmotlee first ones who
rigorously studied the role of “fair game” expetteturn models in the theory of

efficient markets and the relationship betweendhmedels and random walk model.

First test of random walk model is made by a Fresitident, called Louis
Bachelier in 1900. His “fundamental principle” fdrehavior of prices is that
speculation should be a fair game; expected praditspeculator should be zero.
(Fama, 1970: 389) According to Bachelier , makditnot be in the expectation of
a decrease or increase in the real price sincelytadeals with current real price in



the case of ceteris paribus. He also mentionsrématom walk mechanism of stock
prices has some mathematical characteristics. fAlt092:3)

In 1953, Maurice Kendall presents a study to Rdyttistics Society in
which he examines the behavior of weekly changesineteen indices of British
industrial share prices and spot prices for comtrexliike cotton and wheat. As a
result, he proves that price changes in those rteatkad to change randomly. He
also suggests that change in prices from one weelext is independent from the
change that takes place between that week and ¢b& after. (Kendall, 1953: 13)
After then Roberts examines market efficiency uriieze forms in 1967 and Fama
improves and explains those three forms in 197Mdwwless according to Dom
(2003), fundamental principles of efficient markstpothesis base on Samuelson
(1965). Samuelson mentions that if all market pgréints’ information and
expectations reflected in prices in an informatliynafficient market, price changes

could not be estimated.

“A market in which prices always fully reflect alable information is called
efficient.” (Fama: 1970: 383) He focuses the natg#isat new information has to be
reflected in the stock prices immediately and aatmly. Because only if new
information is reflected in prices immediately aacturately, investors will not be
able to get abnormal return. According to fair gamodel that is developed by

Fama , expected value of abnormal return in aciefft market is zero.

Definition of Fama is criticized by many expertgluding Fama himself,
because the words “fully reflect” and “availablgoimmation” is not clear enough.
Leroy (1976), who accepts prominence of Fama’systatdso criticizes Fama by
saying Fama’s model is tautology. (Leroy, 1976:)188roy criticizes Fama because
of that sentence he uses in his study; “Based @asbumption that the conditions of
market equilibrium can be stated in terms of exgeckturns.” Leroy states that
equations used by Fama could not possibly gentstable implications since there
IS no restriction on the data. Fama rejected Laragutology criticism in his study
conducted in 1976. However, he accepts that a msedeleded to be found between

future price, which is constituted based on preggite and existing information,



and density function. He also makes some modifinat in the definition of

efficiency in that study. He states that “ In dficeent market true expected return
on any security is equal to its equilibrium esteel value, which is, of course,
also the market's assessment of its expectedevdh an inefficient market, on
the other hand, true expected returns and lilequm expected returns are not
necessarily identical.” (Fama, 1976: 144) In hiextnstudy, Fama (1991)
information costs and trading costs, namely costgefting prices to reflect
information, is preconditioned to be zero in strasgsion of efficiency hypothesis.
Moreover, he adds that prices reflect informatiprntai point where profits by acting

on information do not exceed marginal costs.

EMH bases on three arguments that base on weak@nptions. (Shleifer, 2000: 2)
* Investors are rational and expected to value seesirationally.
Here rationality refers to;

- As new information reaches to economic actors, Hujyst their expectations
according to new information by using Bayes Law.

- They make optimum decisions based on those expettab maximize their
utility as it is foreseen by expected utility theor

e Investors’ trades are random and offset each etitbout affecting prices.

« Trades of irrational investors, who are irratiomakimilar ways, are met by

rational arbitrageurs who eliminate irrational istas’ influence on prices.

In the second assumption, lack of correlation betwstrategies of irrational
investors is assumed. However, trading strategiesneestors could also be
correlated which damages efficiency of markets.

Altun (1992) , explains assumptions of EMH in amotivay. (Altun, 1992:8)

* There are large numbers of participants in the etaakd investors do not
have power enough to affect market individually.

* Trading costs and cost of getting information aelyf low. Changes in
political, economical and social structure are ew#d in the market
immediately.



* Liquidity in the market is fairly high. Since traaxgion costs are low,
security prices will accommodate general changsiyea
« Markets have a developed institutional structureid aregulatory

legislation makes markets to work steadily.

Market Efficiency term is generally used to mentipricing efficiency
(informational efficiency). Nevertheless efficientsyseparated into three classes in
the finance literature which are pricing (inforneaual) efficiency, functional
efficiency, allocational efficiency. (Altun, 1992:6 In a market that has pricing
efficiency, information about security valuationlviie always reflected in prices and
it will not be possible to get abnormal returns disategies that are followed after
risk adjustments are made. In another words,pnce efficient market, investment
strategies for outperforming market-index will nget abnormal returns after
adjusted for risk and transaction costs. (Fabozml #&odigliani, 1992: 274)
Allocational efficiency refers to allocation of sca resources into most efficient
areas. Transactional efficiency is related todaation costs that buyers and sellers
hold in the market. It involves making transactianshe market with minimum cost.
(Gungor, 2003:110) However, generally informatioeé#iciency is meant by the

term “efficiency”.

According to EMH, market is always in equilibriumhen new information
comes into being, it will be reflected into pricé@mmediately. By this way
equilibrium is never distorted. In efficient marketno one could get abnormal
returns. However on contrary to EMH, anomaliesagerved even risk adjustment
is made by pricing models. According to EMH, marketalways in equilibrium

which means;

I Prices reflect all available information
ii. It is not possible for an investor to beat the rear&onsistently and

continuously. (Bostanci,2003:7)

In an efficient market, new information will be lefted in market prices due

to competition between investors. Transaction asestequired to be zero and



information is required to reach all investors with cost (it is a prerequisite), if all
available information will be reflected in marketqes.

Investors find intrinsic value of their stocks bglaulating net present value
of stocks. A discount rate is determined accordmgisk condition of future cash
flows. In equilibrium, that intrinsic value equais price of stock in the market.
Market is extremely sensitive to news that couléedf risk of market and it
immediately reflects that news into prices. As aatosion, prices of stocks cumulate
all available information and reveals result bycoédting NPV.

An efficient market refers to reflection of all akdle information in the
market prices. However, Bostanci (2003) concludhes &€xogenous variables like
changes in technology could increase or decreasespfBostanci, 2003:7) If such a
change occurs, equilibrium line of the stock wilifsup or down. Efficient market
hypothesis asserts that prices are not above @wb&bm their intrinsic value,
basically it assumes that market is in equilibrium.

Many researchers have studied upon efficiency ofketa. Some found
evidences supporting hypothesis, some find opposiigences. A general error
made in the test of efficiency is required to beplaxed. Authors suggesting
efficiency of markets generally use randomnesgioep as evidence. Nonetheless in
efficient markets prices are determined randomliifen@as randomness of prices

does not warrant efficiency of markets.

1.1.1. Types of Market Efficiency

Fama who studies market efficiency for the firstdiin 1965, delineates three
levels of market efficiency. (Mandaci and Soyda®Q2 135) Distinction between
them bases on information that is taken into caratibn in determination of

security priceFigure 1 exhibits three types of efficiency.



Figure 1. Types of Market Efficiency

strong Form ( All Information)

Semi-strong Form

(Publicly Available Information)

Weak Form

(Past Prices)

(Jones, 2003: pp. 628.)

1.1.1.1. Weak-Form Efficiency

If current and past prices could not lead to mageificant predictions about
future price changes, market is said to be in wWeak- efficiency. In weak-form
efficiency stock prices already reflect past priees trading history of security. In
weak-form efficient markets, past stock price data publicly-available and almost
costless to obtain. (Bodie, Kane, Marcus, 2009:34®wever by using those
publicly available data, investors could not gehaimal returns. Investors, who
select stocks based on price patterns or tradihgn®- referred to technical analysts
or chartists, do not do better than market. (Fabazd Modigliani,1992: 274) They
might even do worse due to higher transaction qesased with frequent buying and

selling of stocks.

1.1.1.2. Semi-Strong Form Efficiency

This version implies that price of security refedll publicly available
information. Such information contains in addititmpast prices, fundamental data
on firm’s product line, quality of management, lbala sheet composition, patents
held, earnings forecasts and accounting pract{Bexlie, Kane, Marcus, 2009: 349)

Semi-strong form efficiency also includes weak foefficiency. This means in a



market that is in semi-strong efficiency, it is ioggible to make predictions about
future prices by using past and publicly availaplkéces. It is so because that
information has been already reflected in pridé®reover, in this form of efficiency

investors could not get abnormal returns by usioigonly technical analysis but also

fundamental analysis. However, insider traderkciilld get abnormal returns.

1.1.1.3. Strong Form Efficiency

“The strong form tests of the efficient marketsd®mloare concerned with
whether all available information is fully refledten prices in the sense that no
individual has higher expected trading profits thathers because he has
monopolistic access to some information.” (Fam&,01909) In other words, strong
form efficiency suggests that stock prices refedtinformation about firm, even the
one that is available to only for company insidefberefore, in that form of
efficiency none of the analysis method will workget abnormal return. However,
even Fama himself, suggests that this model isanoéxact description of reality.

(Fama, 1969:409) It could even be qualified aseexé.

When all efficiency forms are taken into considerat it will be seen that
they are not independent. Namely, a semi-strong fefficient market also needs to
be efficient in the weak form. Similarly, a strofgm efficient market has to be

efficient both in the weak form and in the semest form.

Here it is necessary to explain two essential caggsh have important roles
in empirical literature. These are submartingaleeh@and random walk model.
1.1.2. Submartingale Model

Fama (1970) states that price sequenge fer security j, follows a
submartingale based on information det. (Fama, 1970:386) This assumption is

summarized as

E(Pit+1) | @ > Pt or equivalently E(Rjt+1) | @ >0 (1)



That statement also shows that expected value lifesent period’s price
that is determined based on a specific informagietrwill be equal to current price or

higher than current price.

In the statement above, expected value of futungne conditional onbt ,
could not be zero. This indicates that trading das® information se®:, could not
generaténigher expected profits than it could be attaingdsimply buy and hold
strategy. As a conclusion, submartingale modelres#gat past price changes data is
not useful for estimating future expected pricenges.

1.1.3. Random Walk Model

Efficient Market Hypothesis asserts that succesgnee changes that reflect
all available information set are independent amctsssive price changes (returns)
are assumed to have identical distributions. (Faf®,0:386) In other words,
distribution of subsequent returns is said to lmkeepgendent from current information
set. These two hypotheses together constitute ranvdalk model. We can perceive
random walk model as a narrower version of efficrearket hypothesis.

Proponents of random walk model supports that drdecalue of a stock
could not be determined based on past price chaogstock. Furthermore they
assert that future value of a stock will be indefssT from past price changes. That
situation approaches random walk model to exprassib proponents of weak form
efficiency. Nonetheless, two are separate thinfgstock prices changes randomly
parallel to random walk model, this means it is asgible to get abnormal return by
using past price changes which validates efficiemcythe weak form. Namely,
efficiency of markets brings randomness of pricggether. However, randomness of

prices does not imply efficiency of markets. (Alf1992:16)

1.1.4. Evidences Countering Efficiency of Markets

Evidences countering efficiency of markets couldisted under five headlines:
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1.1.4.1. High Trading Volume

If markets are constituted by rational investorEEd4H asserts, since these
investors will have homogenous expectations, origwnatransactions are expected to
be held. Mentioned a few transactions are made hgitindity and rebalancing needs.
(Thaler, 1999b:14) Nonetheless this is not the dasky. According to EMH,
rational investors are expected to not to makestzretions by basing on unannounced
information. But today this is done frequently tet gabnormal returns. In other
words, in a market where everybody knows that ralestors are rational if any
shares are offered for sale, buyers have to wowtiat information do sellers have

that buyers themselves do not.

1.1.4.2. Equity Premium Puzzle

Traditional finance models assume that investagsire a rate that is higher
than risk free rate to invest in stock market. ifgtance, in CAPM model expected
rate of return required is higher than risk freeerm the amount of risk premium
which is a linear function of beta of stock. Accogito study prepared by Benartzi
and Thaler (1995), annual returns of stocks arabktney bills are about 7 percent and
less than 1 percent respectively. (Benartzi andefrha995:73) If this is the case,
why don’t investors invest all savings into stoclarket? Intuitive answer to this
question is stocks are riskier than bonds. Thidccese logical if only short-term
volatilities examined. (Bostanci, 2003:11) Howeveshen long-term volatilities
examined this would not be the case. That caseharkiers to tendency of investors
to avoid holding stocks is called “equity premiumzple” by Prescott and Mehra.
Benartzi &Thaler (1995) try to explain equity premm puzzle by “myopic loss
aversion”. Loss aversion is used to explain tengesfcdecision makers to weigh
losses more heavily than gains. Myopic adjectivadsled due to fact that even
investors invested in long-term tend to care alshdrt-term gain-loss situation.
Benartzi and Thaler (1995) conclude that loss awerexplain much of equity
premium puzzle. A more recent study, Shiller (198@}es that riskiness of stocks is
not a justification of equity premium since most thie investors is long-term
investors. Moreover, he asserts that long-term sonaot the stocks that are riskier in
real terms. He attributes that inference to highaklity of consumer price index
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over long time intervals, despite its low varidlyilirom month to month. (Shiller,
1999:7)

1.1.4.3. Volatility

In a rational market, prices are expected to changlyy when new
information arrives or there is a dividend expeaotatMoreover, real stock prices are
expected to be equal to net present value of ofifinfarecasted future real
dividends. However from time on which Shiller's easch was published in 1981,
academicians realize that stock prices change ri@e justified by changes in
intrinsic value which is measured via NPV of futdligidends. For instance, Leroy
and Porter (1981) state that stock prices seem nalegile than it is foreseen by

efficient market hypothesis.

1.1.4.4. Predictability

Efficient market hypothesis suggests that futulstprices could not be
predicted by using available information in the kedr However, many deviations
are observed indicating that future prices can teglipted by using measures as
price to book ratios, company announcements ofi@gsnshare repurchases, initial
public offerings, size of companies. (Thaler, 1994b For example, Campbell and

Shiller (1988) find earnings-price ratio as a pdwigoredictor of stock return.

Banz (1981) and Reinganum (1981) find other anomaige effect”
contradicting with market efficiency which refers iigher average stock returns of

smaller firms compared to average stock returarger firms.

To sum up, all of the anomalies mentioned in thenaadies section serves as

a tool for predicting future stock prices.

1.1.4.5. Dividends

Modigliani and Miller (1958) indicate that when thes no taxesdividend
policy is irrelevant in an efficient markdtlevertheless, Thaler (1999b) states that
under tax system of USA, dividends are taxed aglaeh rate than capital gains. As a
result of that, in a rational world companies skoylrefer their taxpaying
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shareholders to repurchase shares instead of pdiyitgends. However, companies
still pay cash dividends and stock prices rise whemdends paid. In a rational

world, neither has a satisfactory explanation.

1.2. FINDINGS CONTRADICTING WITH EFFICIENT MARKET
HYPOTHESIS: ANOMALIES

Efficient market hypothesis evolves from Eugene &andissertation “The
Behaviour of Stock Market Prices” in 1965. Basedtwat theory, an investor could
only get higher returns only if he takes on mos&.rMentioned risk is the one that
could not be diversified away. According to thapathesis, it is not probable for
market to be beaten. Investors are said to be alwaying a “fair price”. Unique
thing investors have to consider is which risk-netirade off they want to be

involved in. However, this hypothesis is not abselly accurate.

Although Jensen (1978) mentions that there is rfzerofproposition in
economics that has more solid empirical evidenppauing it than EMH, it accepts
that inconsistencies are begun to be detectedttey ldata become available and as
econometric sophistication increases. (Jensen,:1p7d after that explanation,
authors start to investigate empirical findingsttbantradict with efficient market

hypothesis. Those findings are said to be anomalies

Today, anomalies pose a frequent research topivemeless, efficient
market hypothesis is still a discussion subjectcadBee of the fact that there are
findings both supporting efficient market hypotlseand opposing it; many authors
and professionals approach EMH with skepticism evhdthers investigating
anomalies contradicting efficient market hypothe®¥arren Buffett who is the third
wealthiest person as of 2010 is one of the prafesss approaching it with
skepticism. He explains his outlook regarding &ffi¢ markets as “I would be a bum

in a street, with a tiny cup, if the markets weffecent.” (Taskin,2006 :26)

Frankfurter and Mcgoun (2001) include two definiso of the word
“anomaly” in their study. The first one is from @x#l English Dictionary that is

“unevenness, inequality, of condition, motion, et8econd one is “irregularity,
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deviation from the common order, exceptional caaditor circumstance.” Use of

word “anomaly” in finance is more relevant with thecond definition.

Definition of anomaly is made by Keim as crossiseal and time series
patterns in security returns that are not preditteda central paradigm or theory.
(Keim, 1983:1) Thaler (1987) adds that an emairicesult is anomalous if it is
difficult to rationalize or if implausible assutigns are necessary to explain it

within the paradigm.

Anomalies are results of weak form efficient testspecially for developed
markets. (Demireli, 2008:224) In that section anlbesaobserved in stock markets
will be explained. As it could be seen from Tablarfomalies will be examined as
sectional anomalies, calendar (seasonal) anomakesnical anomalies, pricing
anomalies, political anomalies and economic anasaliCalendar anomalies will be

examined under headlines below:

i.  Daily Anomalies
- Day of the Week Effect/ Weekend Effect
- Intraday Effect

ii.  Monthly Anomalies
-January Effect
-Intra-month Effect
-Turn-of-the Month Effect

lii.  Yearly Anomalies
-Turn-of-the Year Effect

iv.  Anomalies Related to Holidays
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Table 1. Types of Anomalies

Calendar Anomalies Sectional Anomalies Technical Pricing

1.Daily Anomalies 1.Size Effect Anomalies Anomalies
-Day of the Week 2.Book Value/ Market 1.Moving -Underreaction
Effect/ Weekend Value Effect Averages -Overreaction
Effect 3.Price/Earnings Ratio  2.Support

- Intraday Effect Anomaly And

2.MonthlyAnomalies 4. Neglected Firm Effect Resistance
-January Effect

-Intra-month Effect
-Turn-of-the  Month
Effect

3.Yearly Anomalies
-Turn-of- the Year
Effect

4.Anomalies Related

with Holidays

1.2.1. Calendar Anomalies

Calendar anomalies address the deviations thatleserved in stock returns
based on time. These anomalies are observed tatally in specific days, weeks,

years.

Even though these deviations could be an indicatanarket inefficiency,
this does not necessitate market inefficiency. 8elwveis and Woolridge, 1979:939)
Schneeweis and Woolridge suggest that seasonah retwld also take place in an
efficient market due to anticipated seasonal pasteembedded in underlying
determinants. Those determinants could be courgddxaregulations, government

monetary policy, seasonal information lags and adjkistments.

According to EMH, stock returns are independentnfitame. In other words,

time periods are indifferent in respect of retudbgoints out that it is impossible to
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predict future returns and get abnormal returnsubyng observed return trend.
Nonetheless, calendar anomalies contradict with vleav. Many findings indicate
that stock returns could be prescribed and in §ipdone periods more negative or
more positive returns are acquired. Anomalies @eerved not only in stock
markets but also in gold, exchange, bonds androiikets. (Barak, 2008:126)

1.2.1.1. Daily Anomalies

Day of the week effect is the most frequent subgdctiaily anomalies on
which many articles written. Contrary to efficientarket hypothesis, researches
made show that average returns of different dayghef week are not same.
Moreover, statistically significant return diffeias are observed between days of
the week. Aim of the investigators testing anonsafiegarding days of the weeks is
to examine if a specific day or days of the weehvyates higher or lower average

returns than other days

1.2.1.1.1. Day of The Week Effect

First study on day of the week effect is done bgpsSr(1973). He examines
returns on Standard and Poors index of 500 stookshe period 1953-1970. He
finds negative returns for Mondays and positiveinres for Fridays respectively by
using 844 sets of Fridays and following Mondays.ddecludes that S&P Composite
index rises on 523 Fridays from 844 Fridays ortlreowords, it rises on 62 % of all
Fridays. However, index rises on 333 Mondays frai ®londays. In other words,
index rises on 39,5% of all Mondays. Fridays’ meainirn is determined as 0.12 %

compared to -0,18 % mean return of Mondays.

French (1980) investigates day of the week effgaiding return of S&P 500
index for the years 1953-1977. He finds negativarns for Mondays, whereas he
finds positive returns for Fridays. According to dl€nder Time Hypothesis” he
dubbed prices should rise on Mondays relative herotays, since there are three
calendar days from closing of Monday and closingrdlay rather than one calendar
day. He also offers “Trading Time Hypothesis” sigtireturns are only generated
during active trading. This means returns haveasdme for each trading day. He

states that Mondays have negative returns, howaNesther days have positive
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returns for each of five-year sub-periods. He ats@stigates if negative returns of
Mondays are related with closed-market effect. Minedess, if this would be the
case returns should be lower in the days followintidays. Instead he finds higher

average returns than normal on the days followwlglhys.

Theobald&Price (1984) examine day of the week éffec London Stock
Exchange for the years 1975-1981 and document imegawerage returns for
Mondays. This result is partially attributed to tBehent Date System employed on
London Stock Exchange.

Jaffe&Westerfield (1985) investigate day of the eweeffect in the
international markets of U.K, Japan, Canada andirAlis by using daily data of
stock market indexes. Foreign indexes and timeogdsriare given as Japan-The
Nikkei Dow Index 1970-1983, Canada- Toronto Stockthange Index 1976-1983,
Australia-The Statex Actuaries Index 1973-1982,aRmal Times Ordinary Share
Index 1950-1983. In the study, authors confirmseetice of day of the week effect.
Authors also document that lowest average retuatdgiired on Tuesdays for Japan
and Australia and on Mondays for U.K and CanadathEumore, no evidence is
found showing either measurement error or settlérpetedures cause seasonality
in stock market returns. It is also investigateat tih anomaly is caused by different
time zones countries take place. However, time zZengaid to be insufficient to

explain Japanese seasonality and whereas it egpAaistralian seasonality partially.

Lakonishok and Maberly (199Qonclude that NYSE has a lower trading
volume on Mondays than other days of the week teedpndency of individual
investors to trade more on Mondays. Due to thaaaeaauthors attribute low trading
volume realized on Mondays to tendency of institodil investors to trade less. They
also detect that individuals tend to increase nurabseell transactions on Mondays.

Kato (1990) examines day of the week effect in dapa stock returns by
using value weighted index of Tokyo Stock Exchangmv returns on Tuesdays and
high returns on Wednesdays are observed. Furthernaothor mentions that low

Tuesday returns may be attributed to Monday efifeche U.S due to the fact that
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Tokyo Stock Exchange opens 14 hours before thanENYXpanese weekly pattern
is said to be analogous to American pattern ledrigyday.

Aggrawal and Tandon (1994) look seasonal pattennstock markets of
eighteen countries that are Belgium, Denmark, FrFa@ermany, Italy, Luxembourg,
Netherlands, Sweden, Switzerland, UK, Hong Kongpada Singapore, Brazil,
Mexico, Canada, Australia, New Zealand for thegukbetween December 1981 and
January 1983. Authors observe daily seasonalityeiarly all countries, weekend
effect in only nine countries. They mention thatures tend to increase from
beginning of the week to end of the week. Namely,Mondays and Tuesdays

indices are said to be decreasing, while on otireetdays it is increasing.

Balaban (1994) examines day of the week effectSE tomposite index
return data for the period between January 1988Aamglist 1994. For that period
although it is not significant, the lowest and negaaverage return is observed on
Tuesdays. All of the average returns are negaticep for the years 1989 and 1993.
Highest significant return is observed on Friday & significance level. Moreover,
Friday is the unique day on which all average resware positive. Highest volatility
is observed on Mondays for each year, whereas towaatility is obseved on

Fridays.

Metin, Murad@lu and Yazici (1997) study day of the week effeti®E by
using ISE-100 composite index for the period 4 aaynui988-27 December 1996.
They acquire a significant and strong Friday eftemth in the base of TL and USD.
They find a positive Monday effect in TL based cédtions. Positive Monday effect
is attributed to high inflation Turkish economy Hased for years. Because, inflation
causes nominal returns to rise, however it causasreturns to follow a fluctuating
way. A negative Monday effect is recorded but iteficient is statistically

insignificant.

Berument and Kiymaz (2001) examine day of the weéikct in the
framework of stock market volatility by using S&FO® index for the period
Jan1973-Oct 1977. They conclude that day of thekveaésts not only in volatility,

but also in return equations. Highest return idized on Wednesday, whereas
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lowest is realized on Monday. Moreover, highesttibly is realized on Friday and
lowest is realized on Wednesday.

Berument et al (2004) examine day of the week efbecstock returns and
volatility for ISE for the period 1986-2003 by ugiltGARCH modeling. Days
providing highest and lowest returns , are foun@rragay and Monday respectively.

Volatility is highest on Mondays and lowest on Ryd.

Atakan (2008) investigates the existence of dayhefweek effect between
1987 and 2008 by using ISE-100 index. She recoiglseh returns on Fridays and
lower returns on Mondays. Since day of the weeleatffis observed, author
concludes that ISE is not efficient even in the kvieam.

According to Atakan (2008), investors who purchi@sancial instruments by
credit tend to make that transactions on Thursdmd Fridays to avoid interest
payment of weekendSince stocks that are bought by credit will appearthe
account of the investor on Monday or Tuesday, itoreswill not pay credit interest
for weekends. Such buy transactions could creafieehiaverage returns on Fridays.
Atakan also suggests that firms tend to make pesiannouncements in the
weekdays, whereas negative announcements are temtdedmade on the weekends
or on Fridays after the closing of stock marketeyrhave such a tendency in order to
prevent sell transactions that are made in parsca Aesult of that tendency, author

states that Mondays are riskier and have highetio} than other days.

Kiyllar and Karaka (2005) examine anomalies in ISE for the periodvieen
4 January 1988 and 2 April 2003. At the end ofghely statistically, significant and
higher returns are seen on Thursdays and Fridaypa@d to other days; whereas

lower returns are observed on Mondays.

1.2.1.1.2.Intraday Effect

Harris (1986) investigates intraday effect for 1&i@cks between the dates 1
December 1981 and 31 January 1983 by dividingdaingaday into 24 parts which is
fifteen minutes each. Considerable amount of difiee is found between the first 45

minutes of Monday and first 45 minutes of otherdiing days. Furthermore on
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Mondays, it is observed that at the first 45 misyteces fall. On other days, prices

rise sharply particularly at the end of trading.day

1.2.1.2. Monthly Anomalies

In the framework of monthly anomalies, authors examf stock returns indicate

different trends.

1.2.1.2.1. January Effect

“January Effect” phenomenon in stock markets isdusemention the case in
which investors get higher and positive abnormé&lrrs in January compared to

other months.

Based on article written by Ozer and Ozcan (20p#}ing behavior of stocks in

January shows two characteristics:

* Investors have higher returns on January, comgarether months on stock
market.

* Investors purchasing small market value stockg] terearn more than other
investors who are purchasing large market valueksto (Ozer and
Ozcan,2002:134)

In spite of the fact that January effect wastlfirebserved by Watchel in
1942 who documents higher stock returns for Januiais/suggested that Rozeff and
Kinney are the first ones that discover it in 19Téeir study makes much more
effect on literature with its systematic and resulthey observe that higher returns
are obtained on January than other months. Avemagahly return of January is
specified as 3,48 percent, whereas other monthsagee as 0,42 percent. Rozeff
and Kinney (1976) attribute higher rates of retacquired in January in U.S stock
market to seasonal accounting information lags Wwinnay affect risk premiums on

seasonal basis. (Schneeweis and Woolridge, 1979:942

Branch (1977) attributes unusual January stocknstio sale of securities for

tax purposes.
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Reinganum (1983) examines if January effect mighexplained by tax-loss-
selling hypothesis. He explains that magnitude rafepincrease realized at the first
week of January, is positively related with magaéwf capital losses realized at the
end of previous year. It is also concluded thataye stock returns are higher at the

first five days of the calendar year.

Shefrin and Statman (1985) explain that investoe$ep to sell their losers in
December as a self control measure. They suggasintestors are reluctant to sell
for a loss even on December which is deadline éalizing losses but do it to

recognize tax benefits.

Sias and Starks (1997) explain reasons of Jandif@st @nder two headlines:
“Tax-loss selling hypothesis” and “Window dressmgpothesis”. According to Tax-
loss selling hypothesis; individual investors teadsell stocks that have declined in
value to realize tax losses prior to year end. €raml transactions lead bid prices to
decline at late Decembers. Because of that reasofgst a few days of December
returns are generally small or negative. And aftgestors’ desire to realize losses
disappear on first days of January; stock priced te increase resulting in positive
returns. According to window dressing hypothesistitutional investors tend to buy
winners and sell losers prior to calendar year-eng@resent respectable year-end
portfolio holdings.

Keim (1983) provides findings proving the existerafea significant and
negative relationship between firms’ size and regwacquired in January.

Roll (1983) implies that approximately half of tdanuary Effect happens
between the last trading day of December andfbisttrading days of January.

In the first studies conducted, it is so noteworttgt not only January effect
but also firm size effect is observed. Even in thiamework; Keim (1983),
Reinganum (1983), Roll (1983) mention that Japusifect is peculiar to small

market value firms.
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Ozer and Ozcan (2002) investigate existence of algneffect in ISE by
using monthly returns for the years 1988-1997. Timeytion that returns acquired in
January are higher than all months except for Jédough difference exists

between returns of January and June, that differenicot statistically significant.

Researches conducted indicate that January Efedilid not only for stock
markets but also for other financial asset markkésoption market, bond and bills
market. January effect is observed in all studiegifferent markets as listed below.
(Ozer and Ozcan, 2002: 136)

* Wilson&Jones (1990)- January Effect is detectedloth corporate bonds
and commercial papers.

* Schneweis&Woodridge (1979)- They find evidence ohthly seasonality in
municipal, corporate, public utility , governmentrils. Higher returns are
found for January and October.

* Smirlock (1985) finds no evidence of seasonality government and high-
grade corporate debt instruments. Nonetheless, oneludes that higher
returns are obtained on January for low-grade gatpdonds.

e Dickinson and Peterson (1989) investigate Janu#fectefor call and put
options. They record higher significant returns early January for call

options. They conclude that put options show lessanality.

1.2.1.2.2. Intra Month Effect

Studies about intra month effect investigate ifrehes a return difference

between first half of the month and second hathefmonth.

Ariel (1987) is the first one who makes comprehemsesearch on this topic.
He compares average stock index return of firserand last nine days of each
month for New York Stock Market for the period 196381. He concludes that
positive average returns are only acquired at st half of months. In another
words, all of the cumulative increases are obseatdist half of the month during

the nineteen year studie®uring second half of the month no contribution to
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cumulative increase is observed. Ariel also suggéisat intra month effect is
strongest at the last four days of the month amstl fiour days of following month.

Barone (1990) makes research for the period 2 Jari®a5-22 August 1989
in Italian stock market. He finds that stock retudecrease at the first half of the

month and increase at the second half of the month.

1.2.1.2.3Turn of the Month Effect

If it is possible to get higher returns on last slay the month and first a few
days of the subsequent month, turn of the monthceis said to be exist in this
market. Many studies made shows that higher retama®arned on the last 1-4 days
of the month and first 1-4 days of the subsequaatitm (Barak, 2006:143)

Ariel (1987) divides month into two parts, firstrpatarting from last day of
the prior month. He records negative returns fatetahalf of the month. He also
concludes that considerable amount of stock retiwalized between last trading day

of the prior month and following months’ first nit@ding days.

Lakonishok and Smidt (1988) examine Dow Jones inguadex between
the years 1897 and 1986. Returns for the four @dagand the turn of the month,
starting last trading day of prior month is foursl @473%. Four days constituting
turn of the month is higher than average monthtyrrethat is 0.35%. By this way
existence of turn of the month effect is proven.

1.2.1.3. Yearly Anomalies

1.2.1.3.1. Turn of the Year Effect

As Keim (1983) finds that a large part of differi@htisk adjusted returns of
small company stocks appear in the first week atiday, “turn-of-the-year effect”
becomes a popular research area. Turn of the yismt eould be explained by tax
effect as Schwert (1983) explained. He documergsgbme investors sell securities
at year end to establish short-term capital logeesncome tax purposes. That
“selling pressure” may cause stock prices to deareat the end of the year and at

the first week of the subsequent year stock priceiease. It is suggested that case
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become so commonplace that it was discussed atoobtf “Heard On Street” in
Wall Street Journal. (Schwert ,1983:7)

1.2.1.4. Anomalies Related to Holidays

In many countries, higher stock returns are redlibefore and after the
periods when stock market is closed, namely betord after holidays. These
holidays includes not only official holidays andekend holidays but also religious

holidays.

Robert Ariel (1990) examines the returns of 160sdidmat preceded holidays
for the years 1963-1982. For equal-weighted inthiexdocuments the mean return on
pre-holidays and on other days as 0.529 % and %0%8pectively. On the other
hand, for value-weighted index that numbers aré3/3 and 0.026 %. Both results

are statistically significant.

Kiyillar and Karakg (2005) could not detect any holiday effect in gtedy
they conducted.

1.3. SECTIONAL ANOMALIES

1.3.1. Size Effect

Size effect which refers to negative relation bemveecurity returns and
market value of common equity of a firm is one ettsoonal anomalies on which

growing number of articles are written.

Standard asset pricing models that have an impoptane on contemporary
finance, base on the assumption that individual regle averse. They assume a
positive relation between asset’s risk and its etquk return. However, statistical
association between risk and average returns isdfamly marginally significant in
fundamental articles like Sharpe (1964), Lintne®63d), Black (1972) (Schwert,
1983:4) Due to this weak association, new benchsnark started to be examined.
As a result of those examinations, Fama and Fréb@®2) conclude that not only
beta but also firm size and book to market equKylan the variation in cross-

sectional expected returns. However pioneer pageost size effect are written by
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Banz (1981) and Reinganum (1981) in early 1980gerAthen, size effect has

become a popular research area.

According to Banz (1981) and Reinganum (1981), bifivahs earn higher
returns than large firms on average. In other waitusy state that high market value
firms provide lower risk adjusted returns. Howev@nan and Chen (1988) document
that size effect is an artifact of large measurdreemrs in betas that allows firm size
to serve as a proxy for true beta. They also add when more accurate beta
estimates are used, size related differences inaggereturns will be no longer
observed. After estimated betas are controlledy Bize proxy will no longer has
explanatory power for averaged returns across raizked portfolios. Authors
observe size effect only when five years of datased to estimate betas. However
when a longer period of time data is used; firmesizariable no longer has
explanatory power. Jegadesh (1992) mentions thatedfect could be attributed to
measurement errors in betas, nevertheless he @tisothat above studies could be
even spurious. He suggests that it is difficultattribute differences in average
returns to firms’ size or beta when these varialales correlated. To prove it, he
constitutes test portfolios in which correlatiortiaeen betas and size proxy is small
and he concludes cross sectional differences irrageereturns could not be
explained by betas for these portfolios. He alstestthat same result is valid when

betas estimated with annual returns.

1.3.2. Book Value/Market Value Effect

That anomaly refers to higher returns that highmkito-market value firms
(value stocks) get compared to low book-to-mark&tue firms (growth stocks).
Findings proving that anomaly is firstly written Byattman (1980) and Rosenberg et
all (1985). Both find positive relationship betweaverage stock returns and book-

to-market value in US common stock market.

Chan, Hamao, Lakonishok (1991) investigate the ticglahip between
expected returns and four variables including dimmk to market ratio, cash yield

and earnings yield. They conclude that book to mtar&tio and cash flow yield have
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the most significant positive impact on expectetlires. They also find book to
market ratio as the most statistically and econaliyiemportant variable.

Fama and French (1992) state that book to markeewaf a firm’'s equity
capture some part of the variation in average stettkns. They evaluate this ratio as
capturing some sort of rationally priced risk. Qtlvariables combining book-to-
market value to capture variations in stock retanesbeta, size, leverage, E/P ratios.
Since authors are interested in investigating irhpadeverage on stock returns in
the beginning, they only include non-financial fanm their analysis. Yet they find

size and book-to-market ratio as strongest prediaibstock returns.

Black (1998) asserts that is not surprising tham fivith high book to market
ratio shows poor subsequent accounting performadwieBlack does not think it is
an evidence of priced risk factor. Success of thaiso is attributed to market

inefficiencies rather than “priced factors” Famal &mench favor.

Chui and Wei (1997) examine the relationship betwespected stock
returns and beta, book-to-market equity, size imdgddong, Korea, Malaysia,
Thailand, Taiwan markets. They find no evidencegdositive relationship between
expected return and beta; they only find a weadtigship. They conclude that
stock returns are more related to size and boakddket ratio. They state cross-
sectional variations of expected returns can béa@gx by book-to-market equity in
Hong Kong, Korea, Malaysia. They also find a sigaint size effect in all markets
except for Taiwan.

1.3.3. Price Earnings Ratio Anomaly

Price/Earnings ratio shows the amount that is requio pay for each unit of
expected earnings. Price earnings ratio is accegsteh important indicator of future
performance of a stock. Low price/earnings ratmclss tend to get higher returns
than high price/earnings ratio stocks. If thataasi below one for a stock, that stock

is advised to be bought.

Basu (1977) examines relationship between E/P matid performance of

equity securities for the period 1956-1971. Authinds that low P/E portfolios on
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average get higher absolute and risk adjusted nettinan high P/E portfolios
Performances of portfolios author founded are nreashy using Jensen, Sharpe and

Treynor performance criteria

Reinganum (1981) investigates the relationshipveeh E/P anomaly and
market value anomaly as a separate section irtddy.sWithin the sample used, it is
observed that small firms systematically experidneeger rates of return than large
firms with equivalent beta for at least two yedfsen after controlling returns for
any E/P effect, firm size effect still exists. Howee after controlling returns for

market value effect, E/P effect no longer exists.

1.3.4. Neglected Firm Effect

Various studies indicate that stocks that arefiesgiently advised by experts
or that have small trading volume tend to haveebgterformance than other stocks.
That effect is defined as neglected firm effectorfeer research in that area is
prepared by Bauman in (1964) and (1965) which stiamat unpopular stocks have
better performance than popular stocks.

Karan (2000) investigates neglected firm effecubing monthly data for the
years 1996-1998. He classifies stocks as popules and neglected ones. Then he
looks up systematic risks and returns of stocksrafhe month from classification.
Author finds that neglected firm stocks have lovgssistematic risk than large
company stocks. Another finding is that investorgesting in neglected firm stocks

get higher risk adjusted returns than popular stock

1.4. TECHNICAL ANOMALIES

Technical analysis method aims to estimate futueeumsty prices by

examining past prices.
Technical analysis stands two assumptions: (GeagdyStengos, 1997:23)

* Behavioral pattern of the market is said to be ¢i@nging much overtime,
especially when long-term trends are consideregenBf future events could

be very different from past events, the way markspond uncertainties and
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how handles them do not change very much. Becdud®wireason patterns
in market prices could be used for predictive pagso

* Due to fact that relevant information could be mltted fairly efficiently,
but not perfectly; investors have an opportunityrtaximize their profits or

minimize losses via superior analysis.

Technical analysis sometimes introduces findingat tkhontradict with
efficient market hypothesis. These findings ared s be technical anomalies.
Parallel to study of Pompian (2006), moving avesaged support and resistance

anomalies will be examined under the topic of tecdiranomalies.

1.4.1. Moving Averages

Moving average method aims to detect a new treatlithdeveloping in the
market or signal showing end of an old trend. hasically a smoothing mechanism.
It involves lagging. When moving average is shoiteiags less and follows market
more closely. In contrast, a longer moving averadess sensitive to fluctuations in

the market and said to be lagging more behind nharke

A Moving average is computed by computing averagjes specific number
of consecutive observations. By moving average otgtseasonal variations in the

data are aimed to be smooth out.

Brock et all (1992) conclude that technical rulesé predictive ability in
Dow Jones Index for the period 1897-1986. They ipl@vstrong support for
technical analysis. According to variable moving@age rule of Brock et all, buy
(sell) signals are initiated when short run MA igsoge (below) long run MA.
Whereas fixed MA rule states that when short run M#s the long run MA from
below (above), buy (sell) signal is generated. Asclusion when prices are higher
compared to variable moving average buy strateguldibe followed; otherwise sell
strategy should be followed. By this way, higheurnes compared to buy-and-hold

strategy could be attained.

Hudson et all (1996) repeat same study based onldi& Authors conclude

that it is possible to predict future prices byhteical analysis. However, they also

28



conclude that excess returns could not be madedhynical analysis when trading is
costly. Authors conclude that buy signal offer pi@si returns, on contrast to
negative returns offered by sell signals. Moreoget| signals sourced by technical
analysis are found to be having more predictivditalihen buy signals. For last,

long periods are needed for predictive ability éodisplayed.

1.4.2. Support and Resistance

Support is the bottom point occurred in the pasien@as resistance is the
peak point of the past. (Cetinyckand Gokcen, 2002:48) Movements observed at
those points are very essential. When support mimtoken downward, a new trend
starts. This case should be continued with a sgilak If price is reversed from
support point, downward trend ends. If prices passstance points, upward trend
continues. Price that passes resistance pointerieiped as a buy signal. If price
reversed from resistance points, upward trendigstedbe failed.

Brock et al (1992), state that usage of supportrasttance points provide
investors to get higher returns. Curcio et all @)98uggest that no significant profit

is generated once transaction costs are takemaatimunt.

1.5. PRICING ANOMALIES
1.5.1. Under reaction

Barberis et al (1998) express underreaction asehiglierage returns of a
stock in the period following good news compare@verage returns attained in the

period following bad news. This is a mistake whiglksorrected in the next period.

Over short time periods like 1-12 months, secupitiges tend to underreact
to news. (Barberis et al, 1998:307) In that cases is incorporated into prices
slowly, not immediately and they exhibit positivat@correlation over this time
period. News which could be good or bad and thaeerd in period t is symbolized
by Zt. If news is good denoted by Zt=G, if not Zt=Bnderreaction could be
formulized like this: (Barberis et al, 1998:311)

E(Mt+1|Zt=G) > E(t+1 | Zt=B) ()
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1.5.1.1. Literature of Underreaction Hypothesis

Bernard and Thomas (1990) examine actual propedfeime series of
earnings. Mentioned series is changes in compamnyings in a specific quarter
compared to same quarter of previous year. Autheesa sample including 2626
firms for the period 1974-1986. Autocorrelation$igxted on series are respectively:
0.39 at a lag of one quarter, 0.19 at two quarterd,0.06 at three quarters and -0.24
at four quarters. This shows that earnings havecated a slight trend over first
quarter, second quarter, third quarter horizonsaaslight reversal after a year. After
they examine findings they find, Bernard and Thomssert that market participants
do not recognize positive autocorrelation in eagsirthanges and they consider
earnings to follow a random walk. This belief ldiemn to underreact earnings

announcements.

Cutler et al (1991) examine returns on bonds, stolckeign exchanges, real
estate, collectibles and precious metals in diffenearkets for the period 1960-1988
and find positive autocorrelations in excess indetxrns for shorter periods like a
time horizon between one month and one year. Mbautocorrelations are found

significant. Findings are in consistence with un@action hypothesis.

Bernard (1992) practices a survey which aims to determinénviestors
underreact to news about company earnings. Autheasores earnings surprise by
standardized unexpected earnings (SUE) which imelkfas the difference between
actual earnings and forecast scaled by histortealdsrd deviation of forecast errors.
Author concludes that information about earningsirisorporated into prices.
Another finding is that stocks with higher earnirsgsprises, continue to earn higher
returns in the period after portfolio formation.i3imeans earnings announcements
are under reacted by market in revising compangesksprice. To prove that author
gives an example; stocks with highest SUE earnrautative risk-adjusted return
which is 4.2% higher than return of stocks with é&stvSUE over the 60 trading days
after portfolio formation. And he makes an inferenthat SUE or past earnings
announcement return has power to predict future adjusted returns. In other

words, information about earnings is said to bg sfdwly incorporated into prices.
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Jegadeesh and Titman (1998)d that strategies, involving buying stocks
which performed well in the past and selling stoitks performed badly in the past ,
obtain significant positive returns over 3 to 12ntioholding periods in the study
they prepared on US stock market. This means gioners tend to earn more in
holding period, whereas prior losers tend to camirio lose. This proves that
reaction to stocks is not given immediately, butvegi gradually. Namely

underreaction is about issue.

Chan, Jegadeesh, Lakonishok (1996) form ten pasfdvased on prior six-
month returns to document stock price performamcahich portfolio one is “past
losers” and portfolio ten is “past winners”. Ovebsequent six months, difference of
return between portfolio one and portfolio ten igasured as 8.8 percent which
proves availability of return momentum in stock kedr Profitability of momentum
strategies cause market to react earnings anno@mtgrslowly, namely they cause

under-reaction.

1.5.2. Overreaction

Overreaction stocks give to news that occurs in #ane direction
consistently is defined as overreaction anomalythia literature. It is generally
observed over longer time periods like 3-5 yearstbck market, stocks on which a
long history of good news exists have a tendenchdocome overpriced and low
average returns are observed afterwards. Nametyrises with strings of good
performance receive extremely high valuations amekeé valuations on average

return to the mean. (Barberis , 1998)

Barberis et al (1998) express overreaction as doguwhen the average
return following a series of announcements of goneds is lower than the average
return following a series of bad news announcemdiése the point is that as a
result of series of good news are announced, iake$tecome far more optimistic
about continuity of good news and so overreactshvhiill cause stock prices to rise

extremely high levels.
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The most important studies criticizing efficient niket hypothesis is prepared
by Debondt and Thaler (1985, 1987). They obtasulte contradicting with efficient
market hypothesis in the study in which they usaih @f 1933-1980 and announced

existence of a new anomaly.

Debondt and Thaler (1985) suggest two hypotheses:

* Extreme price movements in stock prices will bdoiwked by subsequent
price movements in the opposite direction.
« The more extreme the initial price movement, theatgr will be the price

adjustment.

Both hypotheses mentioned violates the weak-forficiecy which is the
weakest level of efficiency. According to weak-foefficiency, it is impossible to
get abnormal returns by using past data. Howeveovierreacted markets, it is
possible to get abnormal returns by using priceengals. This strategy is called

contrarian strategy.

According to Barberis (1998) since it is possilideetarn higher returns by
exploiting underreaction and overreaction withoaking on extra risk, pricing

anomalies pose a challenge to efficient market thgsis.

Debondt and Thaler (1985) examine overreaction tngsis from a
behavioral perspective. By referencing Kahneman &wersky they explain that
Bayes Rule is not an appropriate characterizatidrow individuals respond to new
data. In Bayes rule, individuals make decisionsctysidering possibility revisions
as new information comes. Debondt and Thaler (128®)clude that rather than
following Bayes Rule, individuals inclined to ovesight recent information and
underweight prior (base rate) data in updatingrtbeliefs. Overweighting recent
positive (negative) information will cause stockcps to reach extremely high (low)
levels. As a result of overreaction if stock price®rshoot systematically, then only
past return data will be sufficient to predict prieversals. Accounting information

as earnings will be no longer useful.
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Debondt and Thaler (1985) formulize efficient markeFama (1970) like this:
E(Rjt — Em(Rjt | Frm) | k1) = E@jt | k1) =0 3

In the formula above; Ft-1 symbolizes completeos@formation at time t-1,
Rjt symbolizes return on security j at time t, Rp(| Fm-1) represents the

expectation of Rjt assessed by the market condition the information set Fmt-1.

Namely, efficient market hypothesis implies thEt(tiwt | Fr1) = E (liLt |
Ft-1) =0 whereliwt represents mean return of winner securities péréormed well

in the past andliLt represents mean return of loser securities wharfformed poorly

in the past. Debondt and Thaler (1985) determinmeeiis and losers based on past
excess returns, namely based on the abnormalymaitid abnormal negative returns
observed in prior period. However, according to roe@ction hypothesis winner
portfolio (loser portfolio) obtains negative (pds#) returns in test period. This is

formulized by Debondt and Thaler as;
E(@wt | 1) < 0 andE(TiLt | R2) > 0 (4)

1.5.2.1. Behavioral Finance Models Explaining Ovegaction Hypothesis

1.5.2.1.1. Representative Agent Model

According to that model founded by Barberis, SkieW¥e Vishny (1998),
investors are not rational. They tend to be affédig two mistakes of judgment.
Reaction which they give depends on the type of rthetake of judgment they
affected. These mistakes of judgments are “conismaand “representativeness”.
Barberis et al (1998) explain conservatism as tecylef individuals to change their
beliefs slowly in the face of new evidence. Thepwlresistance to change their
beliefs which causes underreaction in stock priGsnilarly, Dom (2003) defines
representativeness heuristic as a judgment stratémggh assigns probability to a
thing based on how much it meets a specific stgpeot She adds that
representativeness heuristic may cause people jectrer ignore relevant

information. Since representativeness heuristisesiunvestors to overweight recent
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noteworthy information and underweight populatiotatistics, it could cause

overreaction.

According to model, firms’ earnings are inclinedstay in the same regime
rather than to switch in any given period. At thed eof each period, earnings are
observed and investors update their beliefs reggrthe state it takes place. For
instance if a positive news is followed by othesifige news, investors more likely
to consider that it is in trending regime. Nameadyerreaction takes place when
investors believe that a trend begins after submsggood news. Nonetheless, if
positive news is followed by negative news theyragge likely to consider that it is
in mean-reverting regime. Here, investors tendeliefe that there will be changes

in profits and they underreact.

1.5.2.1.2. Overconfidence and Biased Self-attributn Model

This model is developed by Daniel, Hirshleifer vab&hmanyam. It is
developed on two psychological biases: Overconfiderabout precision of
information and biased self-attribution that cauasgmmetric shifts in investor’s
overconfidence depending on their investment ouesor{Daniel et al., 1998:1839)
Overconfidence for financial markets implies thavestors perceive themselves
more talented to value securities than they actuate and they underestimate
variance of their forecast error. Whereas biasdidaseibution is the tendency of
investors to build an association between overdenfte on his private information
and investment performance. (Ulki, 2001:107) Biaself-attribution comes into

being when investors’ information is in consistength public information.

Central theme of this model is that private sigraalks overreacted by stock
prices, on contrary public signals are underreatigdtock prices. (Daniel et al.,
1998:1841) Parallel to that theme overconfidense expected to cause
underreaction, whereas self-attribution bias iseetgd to cause overreaction.

In contrast with common view seeing positive (neggtautocorrelation as
an indicator of underreaction (overreaction), Dhetal (1998) indicate that positive

return autocorrelations could be a result of carntig overreaction.

34



1.5.2.1.3. Hong and Stein Model developed on intextave relationship between

heterogeneous investors

In the model that is developed by Hong and Ste@99), there are two types
of investors who are both boundedly rational: nexatchers and momentum traders.
Each type is only able to process specific typénfdrmation. News watchers use
signals regarding future fundamentals they priyatdserved, but not current or past
prices to make forecasts. On contrary momentudetsause history of past prices to
make forecasts. (Hong and Stein, 1999:2144) Wmdy reews watchers are active
in the market, underreaction is observed. Nonetselhen momentum traders are
added underreaction disappears via arbitrage. Mametraders attempt to profit
from underreaction creates overreaction after atppiHong and Stein,1999:2145)

1.5.2.2. Literature of Overreaction Hypothesis

Pioneer study is prepared by Debondt and Thalet985. In that study
authors conclude that portfolio of stocks on whpdor returns are observed over
previous five years (portfolio formation periodltperform portfolio of stocks on
which extremely high returns are observed oversdmae period at subsequent five
years (test period). Authors call this violation Edficient Market Hypothesis
“Overreaction” concept since investors overreactthe first period and correct
themselves in subsequent period. Debondt et al5)16Bserve that losing stocks
have earned approximately 25% more than winnewesr afiirty-six months from
portfolio formation. Moreover they conclude thateoeaction effect is asymmetric;
since it is larger for losers than it is for winseFinally, authors conclude that most
of the excess returns are observed on Januarynbpbg loser portfolios. (It could
be seen in the graph below) A criticism to resaft®ebondt and Thaler has come
from Jegadeesh and Titman (1993). They state thatniot clear if results Debondt
and Thaler find are simply attributed to overreattsince excess returns are only
acquired by long-term losers. (Jegadeesh and Tjttr§98:65)
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Figure 2
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Second important research is also prepared by Ritlaord Thaler in (1987).
In that study by following the same methodologythaus find that excess returns
which losers get in the test period, and parti¢yler January, are negatively related
with both long term and short term formation peripgrformance. Authors also
document that winner-loser effect can not be attetl to changes in risk which is
measured by CAPM-Betas. Authors conclude that srhalh effect is partly
observed as a losing firm effect, but they alstestiaat even if losing firm effect is
removed excess returns to small firms still exisisally, earnings of winning and
losing firms show reversal patterns that are ins@iance with overreaction
hypothesis. Authors proved that view by statinganthtic fall (rise) in stock prices
is predictive of a subsequent rise (fall) in compapecific earnings.
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Howe (1986) examines behavior of stock returndiendtudy he prepares by
using weekly data for the period 1963-1981. In 8tigdy he classifies stocks as the
ones with good news and the ones with bad newsd@ews sample includes 385
observations involving 299 different countries, wdas bad news sample comprises
131 observations and 118 companies. At the endtuafys he records findings

supporting overreaction anomaly.

Brown and Harlow (1988) investigate overreactiompdtiesis for security
returns from Center for Research in Security Pr{€RSP) for the period between
January 1946 and December 1983. In that study regtrprice movements are
examined as a sign for overreaction. Authors deérgeme price movements as
stocks with residual returns that gain or loss leetw20-65 percent in absolute value
between one to six months. To conclude, althougjelarice reversals are shown for

losers, winners do not show any price decline sylesat to first month.

Fama and French (1988) examine stock returns’ atrgations for
increasing holding periods. Large negative stotlirneautocorrelations, which are in
consistence with overreaction hypothesis, are dszbfor horizons longer than one

year.

Zarowin (1989)prepares a study by using data between 1971 andit©93S
stock market. Author asserts that if market paréinis consider extreme earnings
changes of firms to be permanent, they will oveatrdey bidding stocks prices of
good (bad) performers up (down) too high(low). Heer participants will
understand their mistakes when subsequent earngaiigzations are not extreme.
According to results, stock returns of poorest eermutperform best earners over 36
months subsequent to extreme earnings year. Howieverconsiderable that poorest
earners are generally small size firms and authggests that when groups are
matched by size, return differential disappearss fireans when equal size poor and
good earners are matched, little difference is ofeskon return behavior. Small
firms show better performance than large firms anwiller winners tend to show
better performance than large losers. Thus, aufitbibutes return difference

observed to size effect rather than investor oagtren to earnings.
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Seyhun (1990), acquires findings that supportedrewetion in the study in
which he examines insider trading activity arou®87 Crash. At the end of study,
he indicates that investors could extremely ovetreacrises periods. He claims that
even corporate insiders who are the most knowldadgemes about fundamentals of
firms could not foresee the Crash and purchas&stedhose prices declined more
during Crash, rather than selling. At the end afdgtlarge positive returns are
observed in 1988 in the stocks that were purchasece extensively by insiders
during October 1987.

Chopra, Lakonishok and Ritter (1992) corroborateliigs of Debondt and
Thaler (1985). They investigate stock returns of S¥Y incorporate size, prior
returns and betas for years 1926-1986 by usingiphailtegression models. At the
end of study, authors document an economically napbd overreaction effect even
after adjustments for size and beta are made. dlereextreme prior losers are
found to outperform extreme prior winners by 5-1p&6 year during the subsequent
five years. Overreaction effect is found stronger $maller firms. Finally it is
concluded that even though it could not be expthibg tax-loss selling, January

effect is observed.

Conrad and Kaul (1993) assert that high returnsiieed by Debondt and
Thaler (1985) stems from the methodology used. T™iate that returns to typical
long-term contrarian strategy are upwardly bias#ce single period returns over
long intervals are calculated. They assert thatomby true returns but also upward
bias in single period returns are cumulated in datian process. In the study in
which they used holding period return rather thamulative abnormal return, they

could not find evidence for overreaction hypothesis

Wong (1997)examines short-term over reaction anomaly by udaily data
between the years 1986-1995 for the markets of UBAngKong, Taiwan,
Singapore, Thailand, Australia, Philippines, Japamd South Korea. That study
documents significant 5-day,10-day and 20-day cativd abnormal returns
following large one day declines/advances in sons@éai\ emerging markets like

Hong-kong, Singapore, Taiwan, Thailand, AustraRajlippines. Stock prices are
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inclined to increase after large one-day advanak detrease after large one-day
decline. Authors conclude that these findings dosopport overreaction anomaly in

the short-term.

Kang et al (1999) conclude that although stockepreactions to convertible
debts and issues is not negative for Japanese, fissiing firms performed poorly
compared to non-issuing firms. Although issuingnBrdo not experience significant
negative abnormal returns when issue announcensemhade, underreaction is
observed for issuing firms. Mentioned underperfaroga is strongest for firms
issuing public convertible debt. An interestingdiimg is that contrary to US market
findings, poor performance is not concentrated @l firms or firms with high

market to book ratio.

Baytaz and Cakici (1999) investigate overreactibgpothesis in seven
industrialized countries including USA, Canada, UKpan, Germany, France, ltaly.
Authors find evidence of overreaction in all cousdr except for USA, but they
conclude that overreaction in Canada is relative®ak. Low-price portfolios are
observed to outperform market consistently, whetegk-price portfolios obtain a

return that is below aggregate market.

Ulki (2001) explained availability of articles attounder-reaction and
overreaction which are proven by short-term positior long-term negative
autocorrelation findings. He states that momenttratesyies are developed to benefit
from short-term positive autocorrelation, whereast@rian strategies are developed
to benefit from long-term negative autocorrelatiblie. concludes that these strategies
are tested and found as profitable. ( Ulkii, 2002)10

Durukan (2004) investigates long-term overreacefiect in ISE by using
monthly data for the period 1988-2003. At the eridstudy, findings that are
inconsistence with overreaction hypothesis are doukuthor also concludes that
returns from loser portfolio and price reversaks laigher relative to winner portfolio.
Author attributes that case to tendency of investoroverreact to bad news more
extremely than they overreact to good news andssetlks because of their fear to

lose.
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Barak (2008) examines overreaction hypothesis Enft8 the period January
1992- December 2004. He finds consistent results wther studies. He forms 5-
year winner and loser portfolios and observes perdmce of them during
subsequent five year. He finds that portfolio ohmears of past become losers or may
provide lower returns at subsequent period, whepa#olio of losers become

winners at subsequent period.

1.6. POLITICAL ANOMALIES

Anomalies that are dependent to political factoraneine abnormal return
differences that are acquired in general electiemogs and in the periods in which
parties with varied political views establish thevgrnment. (Demirelli, 2008:225)
Political risk increases as government interventioneconomy increases. Such
interventions could be realized in many ways likeriers government put into cash
flows to country, controls they practiced on foreigxchange and portfolio flows,
taxes. Political instability, elections, governmaatitanges and bribery events are

other types of political risks. (Mandaci, 2003:3)

Mandaci (2003) has investigated the effect of gdnelections on return of
ISE-100 index. ISE-100 index returns on fifteen gdyefore and after general
elections are examined. Four general election gerare taken into consideration.
These are 20 December 1991, 24 December 1995, B18P9, 3 November 2002
general elections. In the study, event study methdenefited. With the help of that
method abnormal returns that take place on fiftdaps before and after general
elections are calculated and statistical signifteaaf that returns are tested. Fifteen
days before and after general elections are selegesvent window, because it is
thought that effects of elections are short-livedeveloping markets like Turkey. At
the end of the study, abnormal returns are obseirvedd few days after elections
except for the 1991 general elections. Abnormaldative average returns acquired
after elections are found statistically significa@nly for 1995 elections, same
results can not be found. Author attributes thatasion to negative impact of
financial crisis that was lived in these years. iBes, none of the abnormal returns

that take place before elections are found siganific
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1.7. BEHAVIORAL DISCUSSIONS REGARDING EFFICIENT MAR KET
HYPOTHESIS: NOISE TRADING

Noise concept is firstly explained by Black (198®)his study; he states that
although people usually trade on information, semes they trade on noise as if it

is information.

He explains importance of noise from perspectivetrafling volume. He
states that if “noise trading” does not take pldahere will be so little trading. Only
the people who want to spend or who want to intlesir cash, will have made
transactions. He asserts that if both sides ofrdde know the same information, one
side must be making a mistake. If side making rkesteclines to trade, trading on

information will no longer take place.

The more noise trading takes place, the more liguadkets will be. (Black,
1986: 6) This is the case due to frequent tradesseNtrading could also cause noise
to be reflected in prices. As a result, price stack not only reflects information but
also noise. As noise trading more frequently tagkse, it will become more
profitable for people to trade on information, lthis is only the case because prices
incorporate noises. In most cases, noise traddr$ose money by trading, whereas

information traders will earn money at the sameetim

Information trading increases does not mean mdreiezit prices. Reasons
could be counted like:

e Information traders can not be sure about the gizde position they must
take to eliminate the noise. Even if they can detee the size, there is a
limit of size that investors could take. Becaudentg a larger position means
taking more risk.

« Information traders could never be sure that if/thee trading on information
or noise. Information they trade on could alreadyenbeen reflected into
prices. If this is the case, trading on this infatimn will be just like trading
on noise. (Black,1986:6)
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Delong, Shleifer, Summers and Waldman (1990) std@isunpredictability
of noise trader’s beliefs, increases risk in thekaawhich deters arbitrageurs to take
position against them. Authors suggest that naiséets provide higher expected
returns than rational investors by trading on noldenetheless, they also have to

bear more risk.

Noise trading concept contradicts with efficientrked hypothesis in the
framework of arbitrage. Efficient market hypothessssumes that irrational
investors’ trades are met by rational arbitrageuins eliminate irrational investors’
influence on prices. On contrary, Shleifer and Serar(1990) assert that arbitrage
does not completely counter responses of pricedluiiuations in uninformed
demand. They explain that there are two typessifwihich limit arbitrage. First one
is fundamental risk. It involves that selling “ovalued stocks”, which are selling
above expected value of future dividends, is riskye there is always a chance for
market to do very well. Possibility of such a Idssits original position of the
arbitrageur and keeps his short-selling from bnggprices back to fundamentals.
Second risk is the unpredictability of future resglice. It refers; arbitrageur who
sells short overpriced securities takes on thethiak stocks may be more overpriced
in the day when arbitrage trade is put on than @reytoday. Again, possibility of
such a loss limits size of arbitrageur’s initialsgmn and keeps him from driving

prices to fundamentals.
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CHAPTER TWO
BEHAVIORAL FINANCE

In this chapter of the study, development behalifinance is examined by
making comparisions with traditional finance. Rethtconcepts will be also

mentioned.

History of academic finance includes three eras:fiolance, modern finance,
new finance. In old finance era which dominateginance world until mid-1960s,
financial statement analysis are being made base@coounting rules. Modern
finance era; during which CAPM, efficient marketployhesis are developed; starts
with 1950s. And in early 1990s, in new finance ieefficiency of markets are tried
to be proven by using statistics, econometrics @sythology. As it could be seen
that finance is separated from accounting whetakies it roots from. Also in the

new finance era, psychology is started to be takinconsideration.

Traditional finance, which is related with rationablution to decision
problem and explains how investors should behaws heen developed in a
normative manner. On the contrary behavioral fieamwehich concerns how people
actually behave in financial decision-making, iv@eped in a descriptive manner.
Thaler (1993) calls behavioral finance “open-mindiednce”, since it accounts the
possibility that some individuals in the economg aot fully rational. Behavioral
finance could also be explained as applicationsyficpology to financial behavior.
(Baker, Nofsinger, 2002:98) Different from tradial finance, in which model is
generated initially and its accuracy is examinedpieically then, in behavioral

finance market behavior is observed initially anodel is generated afterwards.

Academicians, who think that traditional finance dels are inadequate to
explain the way things are in financial marketgmrt their models with findings of
cognitive psychology. These studies are called \dehal finance. (Bostanci: 2003)

Behavioral finance begins with criticism of finaaktheories.

First criticism of behavioral finance is on defini of rational individual.

Based on behavioral finance, people are normal assimed to have bounded

43



rationality. It asserts that people have some c¢ivgnbias and their behaviors are
affected by their feelings and bias. Daniel andn@n (1999) also mention that
investors do much of their analysis by considetmgnches” or “feelings” that could

be affected by behavioral biases. They attribuie ¢hse to limitedness of human

cognition.

Bounded rationality of people causes deviationsnfrationality. Not only
individual investors but also portfolio managersvidee from rationality. For
instance, portfolio managers may show herding biehand may select same stocks
with other managers. By this way, they believe thay eliminate the possibility of
looking bad compared to other managers. Moreovey thay involve in window
dressing. In order to look good to investors whamsixe end of year reports, they
may include stocks that have done well and selbties that have done poorly.

On contrary to traditional finance which assumest {heople always make
optimum preferences; behavioral finance assertspaple always could not make
optimum preferences. According to behavioral firgnthey tend to choose the
alternative which satisfies them rather than therahtive that maximizes their
utility. Bostanci (2003) infers same thing by saythat investors not only take risk
and returns into consideration, but also they tafteer variables into account. He

also notes that evaluation of variables is notréepeprocess.

In the “Handbook of Experimental Economy” whichastten by John Hagel
and Alvin Roth, authors also state that people dbhbehave in a way that is in

consistence with basic economic theories like thebutility.

Second criticism of behavioral finance, is aboutd@mness of investor
trades. Based on efficient market theory, irratiomeestors trade randomly in a way
that offset each others’ effects. That assumptiso gelies completely on rationality
of investors. But this is not the case. Shleif@0(@ asserts that people deviate from
rationality not randomly, but they mostly deviata the same way. Since
unsophisticated investors (noise traders) constttugir demands for securities based

on their beliefs, their buying and selling could bighly correlated. This case
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becomes more severe when noise traders follow een’'s mistakes by using same

rumours.

Arbitrage which is a fundamental concept in finansedefined as “the
simultaneous purchase and sale of the same, ontedlyesimilar, security in two
different markets for advantageously different @sit (Sharpe and Alexander, 1990)
Bodie et al (2009) define arbitrage activity asrisltaneously buying asset where it
Is cheap and selling where it is expensive.” Bynddhis arbitrageurs are assumed to
increase price where it is low and decrease wheasenigh. Namely they bring prices
into fundamental values and keeps market efficiantjl arbitrage opportunity is
eliminated. However that is not the case in realdvdehavioral finance asserts that
there are not arbitrage opportunities that areskga on theory. Contradicting with
efficient market theory, real-world arbitrage isitied and risky. This is due because
effectiveness of arbitrage depends on availabditglose substitutes for securities
whose price could be affected by noise trading. ittaeurs who sell short
overpriced securities have to buy same or sim#austies that are not overpriced
simultaneously in order to lay off their risks; hewer, securities do not have
substitutes in many real cases. So, arbitrage awatidhelp to pin down price levels

of stocks and bonds as a whole.

In traditional finance models like CAPM and APTbiarage is realized by
various tiny investors taking small positions. W4es according to behavioral
finance, arbitrage could only be realized by a $mamber of highly specialized
investors (arbitrageurs) who combine their knowkedgith other investors’
resources. Shlefier and Vishny (1997) define linotgrocess of arbitrage under two

headlines:

* Investors, whose money is managed by professidiaakstrageurs), serve
limited resources to arbitrage activity. They owlgre about losses and if
losses take place, they refuse to provide moretalapihey may even
withdraw some of the capital. This contradictshvigxtbook arbitrage which

requires no capital and entails no risk.
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 People, whose money arbitrageurs manage, may emhabdity of
arbitrageurs based on past performance and theyntiee amount of the

capital they will invest based on that criterion.

Vaknin (2002) perceives economics as a branch yifhmdogy. He criticizes
traditional theories which assume economic actorbd in the rational pursuit of
self-interest. He even conceptualizes “self-intéras a tautology. He also criticizes
their assumption which believes that individual®idvrepeating same mistakes
while simultaneously they optimize their preferendde also notes that individuals
repeat same mistakes which are indicated by expetahevidences acquired in the
area of behavioral finance. He finds preferencesp@bple as inconsistent and
attributes that to their tendency to put too munpartance on near future relative to
far future.

Shleifer (2000) also claims that investors’ dewa$ from economic
rationality are pervasive and systematic. Deviaifrom standard decision making
model are examined under three topics: attitudesard risk, non-bayesian
expectation formation and sensitivity of decisioakimg to framing of problems.

» Individuals do not assess risky gambles based ammiden-Morgenstern
rationality. They consider gains and losses redatty some reference point
not at the levels of final wealth. They show lossraion where loss function

is steeper than gain function.

» Individuals violate Bayes Rule systematically. Thegd to make predictions
regarding future uncertain events by taking onkhart history of data into
account. By doing that, they generally ignore thlessibility that recent
history could be generated by chance.

» Choices individuals make differs depending on howabfem is presented,
namely framing affects decisions.
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2.1. EXPECTED UTILITY THEORY

Bernoulli tries to explain human behavior in theeaf uncertainty based on
a measurable utility function. This is the simpléstm of expected utility theory
(Abaan, 1998:12bAfterwards,John Von Neumann and Oscar Morgenstern (1944)

develop Bernoulli’'s concept of expected utility gnat it into a theory form.

Traditional finance theories like Efficient Marketypothesis, CAPM, and
Modern Portfolio Theory base on expected utilitedty that is proposed by Von
Neumann and Morgenstern (1944). They perceive eageatility theory as a
normative theory that explains how participantgames of chance should behave.
On contrary, in finance it is invoked as a positikeory explaining actual behaviors
of individuals. (Bailey, 2005:93)

Expected utility theory begins with the assumptibat all economic actors
behave in a way that maximizes expected utilitpaldb includes a utility concept that
could be quantified. According to that theory, ghar expected utility could be
associated by a higher preference level.

Expected utility refers to value that is calculabgdmultiplying utility of each
probable event with its probability. (Bostanci, 3(8) Let's consider two cases,

both causes result x to occur: Event a with prdiigip and event b with probability
Q,

If;

p.U(X)>Q.U(x) 1)

Namely if expected utility of event a, is highemathexpected utility of event b,

decision-maker will choose event a.

Expected utility theory bases on assumptions below;

a7



« When people face with a case of uncertainty, theterthine objective
probability regarding realization of this case.tlis determination, they use

Bayes Theorem and they are assumed to have no bias.

e If A provides higher utility than B, decision-makevill choose A from

alternatives.

e Decisions people make, are assumed to be consistdneach other. If A
provides higher utility than B and B provides higllity than C; When A
and C are the alternatives, decision-maker wilfgrd. This is transitivity

axiom.

* Dursun (1997) mentions that utility function bastsidamentally on
diminishing marginal utility of money. According ursun, person who has
no money could meet its requirements with $ 5000Mttained. Nonetheless
if he obtains a second $ 5000; this money providesan additional utility

clearly, but not as high as first $ 5000 provides.

Based on expected utility theory, utility functioha person is like the shape below;

Figure 3.Utility Function Of An Individual

TILITS

(X))

RETURM

(Bostanci, 2003, p. 4.)
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Figure above expresses existence of a continutatsoreship between return
and utility. Moreover, it expresses that returnr@ases are accompanied by utility
increases. But, it is clear that utility increagesa diminishing way in consistence

with rule of diminishing marginal utility.

Determinant structure of expected utility functibases on a hypothesis
regarding human behavior. According to that hypsithepeople are risk averse.
Namely, there is a relationship between diminishimgrginal utility and risk
aversion. People’s attitude toward risk is deteediby income level.

According to Bailey (2002), human behavior towargk is expressed by
utility function. He defines risk aversion ag(¥) < 0 (marginal utility of wealth is
u'(W), is decreasing) , risk neutrality as’'(k§)=0 and risk loving as Ux) > 0
(marginal utility of wealth is increasing). He aditat risk-loving and risk neutral

attitudes toward risk are extreme forms of behawanich are seldom observed.

Kahneman and Tversky (1979) explain expectedythieory based on three tenets.

o “UXPr....Xn P = PiU(Xe)+........ +PnU(Xn " . This expression is the

overall utility of a prospect. This means that itytilof a risky prospect is
equal to expected utility of its outcomes, obtaibgdnreighting the utility of

each possible outcome by its probability. And wldeision maker has to
make a choice, he prefers the prospect that dfiigigest expected utility.  (
Kahneman and Tversky,1981:453)

However people make preferences that are inconipatiith expected utility
theory. Kahneman and Tversky develop prospect yhedrich modifies expected
utility theory. Prospect theory tries to give anssvi® questions that are related with
investor behavior which could not be answered lpeeted utility theory.

* A prospect is acceptable as long as utility obthibg integrating prospect

with one’s assets exceeds utility of these assetea
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* In expected utility theory, concavity of utility figtion is thought to be equal
to risk aversion. Risk-averse investor prefersaterprospect to any risky

prospect.

However, Kahneman and Tversky (1979) claim thafepemces of people violate

these tenets.
2.2. PROSPECT THEORY

Expected utility theory, that is developed by Voaushann and Morgenstern
in 1944, is accepted as a normative model of ratichoice and is tried to explain
economic behaviors. It perceives that investorsahseys rational and risk averse.
However, Kahneman and Tversky (1979) find expeatédy theory inadequate and
they have developed an alternative theory: Prospeebry in which individuals are
assumed to have limited rationality rather than faltionality in the case of

uncertainty.

Shiller (1998) finds prospect theory similar to egfed utility theory in
which individuals maximizes a weighted sum of tigs, even though weights are
not the same as probabilities and utilities aremeined by value function, not the

utility function.

In the same study; authors state that value fumctichich is defined on
deviations from a reference point, is normally core for gains and convex for
losses. Concavity for gains entails risk aversighereas convexity of losses entails
risk seeking. Sewell (2007) also associates cohcdwi gains with risk aversion,
whereas he associates convexity with risk seeketgbior of people. He notes that
value function is steeper for losses than gainchvheflects loss aversion tendency

of individuals.

Prospect theory asserts that people tend to gifereit weights to losses and
profits in different probability levels. Accordirtg prospect theory, important risk is

not the expected risk, but the perceived risk.
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Foundations of Prospect Theory are: (Levy, 1992174

* People tend to think in terms of gains and losa#ser than in terms of their
net assets. As a result of this, they evaluateoowts by deviations from a

reference point rather than net asset levels.

* People’s treatment to losses and gains are diffefdmey are risk averse
when gains are about issue, whereas they are ctptant when losses are

about issue.

In expected utility theory, decision-makers arecpared to prefer the
alternative that maximizes their wealth. In the isien analysis, outcomes of
decisions are mentioned in terms of total wealtbwklver, Kahneman and Tversky
(1984) find this view unrealistic from the psychgical perspective. They assert that
people normally think of relatively small outcomes;terms of gains, losses and
neutral outcomes; not in terms of states of wealich is a foundation of prospect
theory. (Like maintenance of status quo) Moreowalue function of prospect
theory differs from utility function of expectedility theory in respect of “reference
point which is the point of comparison against vahadternative cases are compared”
. Mentioned reference point is generally status poimt and have value of zero in
theory. (Kahneman and Tversky, 1979:287) Shill&9g) states that value function
of prospect theory is concave downward for weadtlels above reference point and
concave upward at levels below reference point.néatan and Tversky (1979)
attribute this case to risk lover characteristicirafividuals when losses are about

issue.
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Figure 4. S-Shaped Value Function

VALUE

LOSSES
GAINS

As it could be seen on the S-shaped graph, vahi@n turns at the point of
origin. Thaler (2000) also states that S-shapedevhlnction is a basic finding in the
psychology of perception which shows marginal desiisi to both losses and gains.
Bostanci (2003), explains that this due becaus@lpexvaluate losses and gains in
different ways. He states that disturbance thatviddals felt due to small losses is
higher than the pleasure that they felt due togyaks an evidence of it, loss function
Is steeper than gain function. He also adds thagaass increase, marginal utility
increases in a diminishing way. Similarly as lossesease, marginal disturbance
will decrease gradually. Namely individuals tendetdnibit loss aversion in regions
that is near to origin, whereas they exhibit loseking behavior as loss amount

increases.

Kahneman and Tversky (1992) note that disturbamaeis felt by individuals
due to probable losses is approximately twice agelaas the pleasure they feel due
to possible gains. Levy (1992) examples that phemamn with saying of Jimmy
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Conners who says "l hate to lose more than | lkavin." Kahneman and Tversky
(1992) conclude that loss aversion determines tieéepences of people. Thaler
(2000) also mentions that losses hurt about tweceach as gains make people feel

good.
2.3. HEURISTICS

In early England, carpenters assume that upperopdineir thumbs is 1 inch
and they make calculations based on that assumplins is a way to reach the
result by approximate calculations but findingsaitéd by this way are not certain.
This is only a way to reduce complexity of analggimformation; other way to
reduce complexity is using heuristics. DOm (20€t8}es that heuristics help brain to
organize huge amount of information. Despite easirad usage of heuristics, they
make analysis of new information more complicated #hey may even cause people

to make inaccurate decisions.

Aronson (1992) points out cases which will causdividuals to use

heuristics as:

-When individual is over-loaded with informatiort, becomes harder to process
information,

- When there is not enough time to consider onbgesty

-When individual does not want to consider on evéimat depends on chance,

-When individual has little information regardingigect on which decision is made.

According to Tversky and Kahneman (1974), peoplg om a number of
heuristic principles that decrease complexity sktaof assessing probabilities and
predicting values. Authors also point out that dtlespsefulness of these heuristics,
they could also lead to systematic errors. Accaydmauthors, there are three types
of heuristics that cause cognitive biases. Theserepresentativeness heuristics,

availability heuristics and adjustment and anchmprin

53



2.3.1.Representativeness Heuristics

Based on law of large numbers of the statisticis required for a sample to
be sufficiently large enough to represent poputatidowever, based on law of small
numbers of psychology, people tend to make judgsnesthout considering sample
size. Kahneman and Tversky (1974) illustrate thvein example. In an experiment,
it is explained that an individual is selected r@mdly from 100 professionals. In the
first condition, participants are told that groupnsists of 70 engineers and 30
lawyers; in the second condition they are said thate are 30 engineers and 70
lawyers. Authors conclude that possibility that atggion belongs to an engineer
rather than to a lawyer should be higher in thet feondition, where there is a
majority of engineers than in the second conditiwhgere there is a majority of
lawyers. (Tversky and Kahneman, 1972:1124) How@aegticipants estimate same
probability judgments for both conditions, by vibtm Bayes’ Rule. As a
conclusion; authors note that with no regard termpprobabilities of categories,
participants judge the likelihood that descriptlmiongs to an engineer rather than a
lawyer only by considering degree to which deswmiptwas representative of
stereotypes. This case in which people create ampsnwithout considering sample
size, which is an implication of law of small numbeleads scientists to exaggerate

confidence in the validity of conclusions inferfegised on small numbers.

Shefrin (2005) states that representative heuwsistefers to tendency of
people to rely too much on stereotypes. Becauseepfesentative heuristics,
investors might misattribute good characteristica oompany as characteristics of a
good investment. However Lakonishok et al (1994)idate that these glamour
companies are generally poor investments. Simijlarlyestors may inaccurately
perceive recent returns as representative of fukiens. This misperception may

cause investor to buy stocks that have recenthgased in price.

Ritter (2003) states that people tend to overweigbént experience. Shleifer
(2000) criticizes that tendency of people by sayihgt recent history could be
generated by chance. Additionally, Ritter adds tbag-term averages are tended to

be underweight. He calls these tendencies “lawnddlisnumbers”. As an example
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he gives that; after high equity returns that hewetinued for many years, people

may start to perceive these high returns as normal.

Benartzi (2001) suggests that employees may perawnormally high past

performance as a representative of future perfoceadespite unpredictability of

stock returns. Namely, they may extrapolate pagbpaance. With this perception,

employees may invest their retirement savings stoks of company they work for.

Pompian (2006) who perceives representative hasiss a cognitive bias

examined under it under two headlines:

Base-Rate Neglectin that neglect, investors attempt to determinespiddl
success of an investment in Company A by puttingtuwe into a more
familiar classification. This investor categorizenture and draw conclusions
regarding risks and rewards from that classificati®his logic may cause

other variables, which could impact success ofstment, to be ignored.

Sample-Size Neglecttn this neglect investors fail to consider samjie ©f
data on which they base their judgments. They nectly perceive small
samples as representatives of populations .Somdorautcall this

phenomenon “law of small numbers”.

Use of representative heuristics in financial areg direct investors to make

serious errors. For instance, some investors maygoumuch emphasize on short

past histories of rapid earnings growth of somemames and assume this growth to

carry on. Such overemphasizing may cause theseaioay stocks to be overpriced.

According to Shleifer (2000); since it is not pddsifor these companies to maintain

such high growth rates, such overreaction loweséureturns.

2.3.2. Availability Heuristics

People often search their memories for relevafaramation when judging

the probability of an event. At the end of thiogess, biased estimates may be

produced since all memories are not equally avi@lakahneman and Tversky
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(1974) define availability heuristic as the sitoas in which people associate
frequency of a class or probability of an eventtly ease which instances can be

brought into mind.

Although availability heuristic constitutes a udefdue for assessing
frequency or probability, sometimes it could casseious errors. Based on D6m
(2003), people have much confidence to ideas basaécent information and they
tend to give much importance on concrete infornmatitan statistical information.
Barberis and Thaler (2002) also note that peopleoverweight more recent and
more salient events. If any thing is easily remeratl, people perceive it as
frequent. Kahneman and Tversky (1974) state thpaahof seeing a burning house
Is greater than impact of reading it on newspafeering it will cause individual to
remember it more easily which is called salien@sbSimilarly, biased media news
that encourages attentional bias could change jedtgnin a study conducted, it is
seen that death causes which are statisticallyémtgare neglected in the newspaper
news whereas catastrophic events like tornadoess, fdrownings, homicides and
accidents were reported disproportionately ofteespite illnesses take 100 times as
many lives as do homicides, there are about threestas many articles about

homicides as about diseases. (Slovic et al., 1880:1

Pompian (2006) defines availability heuristic asental short cut that allows
people to estimate probability of an outcome basedow familiar that outcome
appears in their life. (Pompian, 2006:94) Moreoypemple assume readily available
thoughts, ideas, and images to be indicators disstal probabilities. They
associate likelihoods of events with degree of eagh which events can be

accessed from memory. Availability heuristic carcheegorized under four topics:

* Retrievability: Pompian(2006) notes that a class whose instances arg easil
retrieved will appear more credible than a claseaqial frequency whose
instances are less retrievable, although this isthm® case. Kahneman et al
(1974) make an experiment in which participants @&d list of names
including names of male celebrities and then asketbre female or male

names are read. In reality, more female namesea@; however with the
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effect of male celebrities’ names, participantsneste that males dominate
the list. This is a result of availability heurcsti

» Categorization: Availability heuristic emphasizes how people ajpéerno
summarize information. Investors have a tendenapwvest in stocks whose
categorization they make on their brain and theystmiiely neglect the
stocks that they have not categorized yet.

* Narrow Range of Experience:lf individuals who want to make estimations
regarding future have a narrow range of experieties; probability to make
wrong estimation is high. Same thing is valid fovastors. Investors with
narrow range of experience will more likely to makeong estimations and

because of that reason they may involve in wrorgsitments.

* Resonance:ndividuals have a tendency to perceive individuatho share
same ideas and interests with them, more frequetording to Pompian
(2006), classical music listeners overestimate pbpulation who listen
classical music, on contrary the ones who hate frdassical music
underestimate population who listen classical m&imilarly, investors will
interest in investment opportunities that suit thebits and behaviors and
they will ignore other opportunities even if thespportunities are more
profitable. Investors investing in Islamic banksulcb be given as an

example.

2.3.3.Anchoring and Adjustment Heuristic

Kahneman and Tversky (197¢tate that people make estimations by starting
from an initial value (the anchor), which will beljasted to yield final answer.
Initial value either could be suggested by formuolatof the problem, or it could be
result of a partial computation. Authors note timboth cases adjustments are not
sufficient. In other words when people attempt takenestimations, they generally
start estimation with an initial value (the anchdmyis anchor could be defined as a
reference point. As new information acquired, peoplake adjustments that are

insufficient to this reference point.
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Values in speculative markets, like stock markats,ambiguous. According
to Shiller (1999), there is not an economic thethigt could answer what value of
Dow Jones Industrial Average should be. In sudesgeople need a reference
point based on which they evaluate changes whildnggudgments. Shiller (1999)
also states that past prices are important detamtsnof current prices if better

information does not exist.

In certain forms of money illusion, which refers tendency of human to
make inadequate allowance in economic decisionsirfbation rate and their

tendency to confuse real and nominal quantitiesharing could be behind.

Shafir et al (1997), mention from the answers abgbe to same decision
problem, which change according to framing, if peob is presented in nominal
guantities or real quantities. Quantities thatetker represented in nominal or real

form could be functioned as anchors. (Shiller, 19208

Pompian (2006) suggests that investors should leskdelves a question to
avoid being affected from anchoring and adjustni®as. This question is “Is my
estimate rational or am | anchored to last yeagisgumance figures?” Author states
that some finance professionals could leverageaitahand adjustment bias. To do
it, they observe patterns in securities analystsi@gs upgrades (downgrades) on
some stocks and purchasing (selling) them in resporBy following this strategy

investor takes advantage of tendency of analysisderestimate.
2.4. COGNITIVE BIASES

Human brain works as a computer and process intavm&y using some
heuristics and emotions. Decisions individuals makt#h the effect of emotions
generally differ from decisions they make basedogic. Mentioned deviations from
rationality that individuals show are defined agmitive anomalies. It is proved that

these cognitive biases are independent from IQlocation level.

Cognitive biases have been examined under sevemtst in finance

literature. Here, they will be examined under eigipics:
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- Overconfidence,

- Confirmation bias,

- Hindsight bias,

- Cognitive dissonance bias,

- Conservatism Bias,

- Ambiguity Aversion Bias,

- Optimism bias,

- Primacy, Recency and Dilution Effect

2.4.1.0verconfidence

As it will be examined in detail, overconfidencéers tendency of people to
overestimate precision of their beliefs, forecamtsl abilities. (Bodie et all, 2009:
386) Pompian (2006) defines overconfidence as tawged faith in one’s intuitive

reasoning, judgments and cognitive abilities. (Piamp2006: 51)

In financial markets, analysts generate informatigia interviewing
management, verifying rumors, analyzing financiblés. According to Daniel,
Hirshleifer and Subrahmanyam (1998), overconfidemvestors overestimate
precision of their knowledge about value of a ficiah security. They make
definition of an overconfident investor as the evi® overestimates precision of his
private information signal, but not signals thag ezceived by public. In consistence
with that overconfident investors tend to negleabljzly available information,
whereas they tend to pay attention to rumors. Whew overestimate their abilities,
they will generally underestimate their forecasbes. Even they are not sure about
accuracy of information, they believe that informaaton their hand is sufficient to

process and make decision.

Individuals will be more overconfident, as they ibe¢ that they could
control the results that will be obtained. Tenderay investors to be more
overconfident is more intense, when success isrdutaat the beginning of a work.

Individuals with recent successes are also mordéinett to be overconfident.
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Because of these reasons investors could make mciiee and speculative

decisions.

Overconfidence affects attitudes of individuals aoav risk. Generally
overconfident investors evaluate risk level thésetan inaccurately. This is the case,
sinceperceived risk is more important than expected fiskthem. Overconfidence
causes investors to expect high returns. Overcendid leads investors to hold
undiversified portfolios and taking on more riskivaut a commensurate change in
risk tolerance. (Pompian, 2006:54) They make ttte Idiversification due to their
tendency to invest too much in what they are famiith. Because of that tendency,
they are inclined to invest in local companies anthpanies they work for. (Ritter
,2003 :4) Overconfident investors also underesgn@wnside risks which will
cause poor portfolio performance, since they do pay attention to historical

investment performance.

Rational investors trade and purchase informationly when doing so
increases their expected utility. On contrary, owefident investors decrease their
expected utility by trading too much. They makeessive trades because of the
belief they hold regarding they have special infation that others do not have.

Those excessive trades lead to low returns oves. tim

Deviations from efficient market theory may be expeéd by behavioral
biases. One of those biases is overconfidence.cOndence assumes individuals
to have unlimited ability in observing and procagsinformation. However, in
reality individuals have limited ability in procesg information and they can be

affected by behavioral biases.

It is stated that the most robust finding in theg®logy of judgment is
overconfidence. (Debondt and Thaler, 1995: 389)afding to Griffin and Tversky
(1992), experts are more inclined to be overcontidsompared to inexperienced
ones. Overconfidence is also stronger for taskswhich feedback is slow like
diagnosing illnesses relative to tasks for whickdfeack is immediate like weather

forecasting.
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Daniel and Titman (1999) find self-confident indluals more competent
than insecure individuals. They conclude that ieotly, individuals who filter
information in a way that contributes their selfiidence could be more successful

than individuals who rationally interpret informati.

More information about overconfidence will be prasil at the third section

of the study.

Three reasons are emphasized that are thoughttease overconfidence.
These are self-attribution bias, illusion of kno#ide and illusion of control. (D6m,
2003:62)

2.4.1.1. Self-attribution Bias

Pompian (2006) defines self-attribution bias asividdals’ tendency to
ascribe their successes to innate aspects likattateforesight, while more often
blaming failures on outside influences like badkludVe could give an example
showing that biasAccording to Shefrin (2000), having a financial saltant is
similar to having a buy option. If results of int@ent are positive, investor will
attribute them into his own talents. But if reswte negative, he will attribute failure

to consultant. By this way, he will reduce his etgand satisfy his ego.

Jongersen (2003) defines overconfidence as irotralreaction of prices to
private information. According to same author, baself attribution refers to new
information that supports investors’ private infatmon which is weighted more than

contradictory news.
Pompian (2006) examines self-attribution bias umderheadlines:

-Self-Enhancing Bias:refers to individuals’ propensity to give too muctedit for
their successes.
-Self-Protecting Bias:refers to denial of responsibility for failure atehdency to

find reasons for failure.
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People tend to attribute not only real succesagsalso the ones that are led
by chance téhem. Particularly, it is easier to get higher retuin an increasing bull
market. In a bull market, many investors start takeninvestments. If these new
investors attribute success to only themselvegseproblems will be faced. (D6m,
2003:62)

In most cases, investors with self-attribution biake too much risk and
become overconfident. They are also inclined to eni@mlo many transactions. That
bias lead investors to hold undiversified portfslidhis is the case, especially when
corporate executives or board members attributeesisoof the company only to their

own contribution.

2.4.1.2. lllusion of Knowledge

Individuals tend to think that accuracy of theitimstions will increase, as
they have much information. This is generally aateyrbut not always it is the case.

Nofsinger (2001) explains three reasons of whyithlis is not always accurate as:

-Some information does not help investors to magemations; it even directs
investors to wrong way.

-Most people do not have enough education levgleeence and talent to evaluate
this information.

-People are inclined to evaluate new informationairway that will verify their

existing beliefs and ideas.
2.4.1.3.lllusion of Control

lllusion of controlcan be described as tendency of human to beliateatby
could control or at least influence outcomes, whefact they can not(Pompian,
2006:111) Another definition is made by Ellen Langer, who Wsin psychology
department of Harvard University as “expectancyaqgiersonal success probability

that is inappropriately higher than the objectivehability would warrant.”
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2.4.2. Confirmation Bias

Various studies indicate that after forming strdrygotheses, people tend to
be more inattentive to new information that contrtsd with their existing
hypothesis. (Rabin, 1998:26) Rabin qualifies th&ésbas a demonstration of

anchoring.

Investors overweight and collect the informatiopgarting their own beliefs
and tend to extract information that contradictshwtheir beliefs. This tendency is

called confirmation bias.

Lord et al (1979) also asserts that people havirang opinions on complex
social issues, are more likely to process empiggalence in a biased manner. They
accept confirming evidence, but expose disconfigranidence to critical evaluation.
Authors mention that people tend to evaluate subm#®ogevidence in a way so as to
maintain their initial beliefs. In this biased as#ation process, people tend to
remember strengths of confirming evidence and wesdes of disconfirming
evidence. By this way complexity of information demsed, and only a few
supportive impressions are remembered. Namely,0bygdso data is processed in a
biased fashion in order to maintain initial precgpitons of people.

Lord et all (1979) make a questionnaire which idelsi three questions
regarding capital punishment to 151 undergraduétésw weeks later from the first
questionnaire, 48 of these students are involveahmther experiment. From them,
24 students are initially proponents favoring capgunishment and believed that it
has a deterrent effect. Other 24 students araligitopponents who are opposing
capital punishment and not believe in its deteredfect. Surprisingly, both groups

suppose that relevant research supports their views

After then, participants are asked to read somelietuabout deterrent
efficacy of death penalty and are also asked tduata if given study provides
evidence for or against deterrence hypothesis.rAften they answer 2 sets of
guestions on 16 point scales. By this way, itiexdtto be measured how studies they
have read changed their attitudes toward capitaispment (-8 =more opposed to
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capital punishment +8=more in favor) and their défsliabout deterrent efficacy of
death penalty. (-8=less belief that capital punishtrhas deterrent effect,+8=more
belief to its deterrent effect) As a conclusionhaws find that proponents of death
penalty become more in favor of the death penalty excessively believe in its
deterrent efficacy, whereas opponents become &as bf death penalty and less
believe in its deterrent efficacy. (Rabin, 1998:2This is an illustration showing
that same ambiguous information may cause beliefseople who holds different

initial beliefs to become further apart.

With the effect of confirmation bias, people ignareat least underweight
information that lowers their self-esteem. For amse, people are reluctant to sell
their losers since it requires them to admit thalthave made a mistake which will
cause their confidence to reduce. Similarly, ineesstend to overweight information
that supports their earlier decisions. They alkerfout information suggesting that

their earlier decisions were mistakes. (Daniel @chan, 1999:29)
2.4.3. Hindsight Bias

Hindsight Bias is the tendency of people, with thenefit of hindsight
following an event, to falsely believe that theggicted the outcome of that event in
the beginning. (Pompian, 2006:200) This tendenkickvis called hindsight bias by
Fischoff (1975), also called | knew-it-all-alondesdt.

Hindsight biasis firstly proposed by Baruch Fischoff in the stutig
conducted in 1975. He explains that bias by obegrvi

* Perceived probability of an outcome’s occurrenceraases, as reporting
regarding occurrence of that outcome increases.
* People, who receive knowledge about outcome, aagvare of the fact that

their perception have changed.

When these two factors come together, hindsighd bames into being and
people tend to exaggerate the quality of theirahknowledge. Moreover, they tend

to forget their initial errors.
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After an event takes place, people are inclinepei@eive that the event was
predictable- even if it was not. After a politiciavins election, people label it as if it
was inevitable and believe that they have alwajis\e that it is inevitable. (Rabin,
1998 :30) With the effect of same bias, many etgperake confident explanations
regarding why market behaves in that way to publiery day after stock market

closed.

With reference to Kahneman and Riepe (1998), hgtidsrrors are

pernicious in two ways:

- Since hindsight bias fosters the illusion that shaworld more predictable

than it is, it tends to increase overconfidence.

- Authors define this bias as a lesson that finanaisors learn painfully.
Hindsight bias turns reasonable gambles into fbatisstakes in the minds of
investors. After a stock decrease in value, itsifaperceived as inevitable.
But if this is the case, why has not advisor adViseestor to sell it before?

2.4.4. Cognitive Dissonance

Shiller (1998 defines cognitive dissonance as a mental conflicich people
experience when they are presented evidence showiag their beliefs or
assumptions are wrong; it might be also classified type of pain of regret that is
felt over mistaken beliefs.

When new information is in contradiction with exngf understandings,
people feel a mental discomfort called cognitivesdnance. It could also be defined
as the case in which individuals’ beliefs and infation contradicts with each other
or behavioral tendency. In the case of cognitiwsainance, people try to get rid of
discomfort. They do this by reducing importance aaintradicting beliefs and
increasing importance of beliefs that are in harynoNamely when cognitive
dissonance takes place, people modify their behsdnd cognitions to reduce the
feeling of discomfort it faces with. (Barak, 20085)
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Festinger (1957) asserts that there are three waydiminate or at least

reduce dissonance:

-Changing Cognitions: If two cognitions contradict with each other, ook the
cognitions could be changed in a way that providesnony between cognitions.

-Adding Cognitions: If two cognitions lead to a considerable sizeomtradiction,
size of contradiction could be reduced by addindew cognitions that are in

harmony.

-Altering Importance: To reduce contradiction, importance of beliefs thet in

harmony can be increased

If an investment begins losing after an investoests in it, investor falls into
an emotional discomfort and try to justify that d&mn he has made was accurate. He
falls into discomfort, since losses he faces calttawith some cognitions of
investor. These cognitions are like “I am a skilland successful investor” or “I
invest only to make profit.” Because investor wily to justify decisions he has
made, he will create new cognitions to rationaligdecision. These new cognitions
are like “My investment will appreciate in the foell or “Loss | face with is
temporary.” By this way, by eliminating contradigji cognitions, cognitive

dissonance will be eliminated.

2.4.5. Conservatism

Conservatism bias is a mental process, in whictplpeding to their prior
views or forecasts at the expense of acknowledgieny information. (Pompian,
2006:119) Barberis et al (1998) evaluate consmmwvabias as the state, in which
individuals are slow to change their beliefs despippearance of new evidence. It

could be said that they anchor on the ways thimge Imormally been.

Conservatism bias leads investors to under reagtim@rmation, this is the
way because of the fact that investors try to na@mntheir initial estimates or beliefs.
Conservatism bias seems to conflict with represetaess bias; according to which

people overreact to new information. However, peaphy exhibit both biases. If
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new information is a representative of an undedymodel, in accordance with
representativeness bias people overweight data. el if representative
relationship does not exist, conservatism bias dates and new data is

underemphasized. People continue to rely too muadheir prior beliefs.

Edwards (1968) proves that individuals update timdiial beliefs in the right
direction, but by too little in magnitude compateca rational Bayesian. In his own

words:

“It turns out that opinion change is very orderlydamsually proportional to numbers

calculated from the Bayes Theorem - but it is ifigeht in amount.”

An investor, who is subject to conservatism biaay miisregard new negative
information that could affect the value of stockigvhhe invests in; he may reject to
change his investment strategy based on new intamarhink of an investor who
has purchased a security, based on knowledge ¢mapany is planning to make
announcement of a new product. Then company anesuhat they have problems
regarding launch of new product. In spite of negative information, investor may
still cling to initial positive information and maignore the second negative one.
This case could be attributed to mental stresssiove experience when they face

with complex data.

According to Barberis et al (1998), individuals whare subject to
conservatism bias may disregard information of iegsh announcement. When
conservatism biased investors react to new infdomathey do this too slowly.
Because of that reason if earnings announcemeunse cdock to depress, its holder
may be too slow to sell it. Investor tends to sa#l stock only after losing too much

money.
2.4.6. Ambiguity Aversion Bias

Ambiguity Aversion Biasrefers to situation where people do not like to
gamble, when probability distributions seem unaertgPompian, 2006: 129)

67



Tendency of individuals to hesitate in the casesawibiguity called ambiguity

aversion bias.

Knight (1921) is the first one who has mentioneahframbiguity aversion
bias. He defines “risk” as a gamble with a pregisgbability distribution. According
to him, “uncertainty” materializes when distributi@f possible outcomes resulting
from a gamble could not be known. He also concludaspeople dislike uncertainty
more than they dislike risk. (Pompian, 2006:129)

People try to avoid uncertainty. Financial markats full of ambiguity and
because of that reason; they are hard to underdtanthany people. It is not
possible to estimate value of ISE-100 index for mianths later certainly. Bostanci
(2003) asserts that ambiguity aversion could bexlanation for equity premium
puzzle. Investors find stock market ambiguous dm®y demand higher premium to
involve in it. Since investors demand higher prams for risks of investing in
certain assets due to ambiguity aversion, they looly conservative investment

instruments.

Modern portfolio theories suggest that investmestisuld be distributed to
different countries. By this way, risk could be elisified away. Nonetheless, this is
not the case in real world. With the effect of tbas, people are inclined to invest
only in their national indexes in real world. Thawest in their national index
because of its familiarity. Namely, ambiguity avenscould be said to explain home
bias. French and Poterba (1991) find that investbrd SA, Japan, England make
%94,%98,%82 of their investments to stocks of thime country respectively.
Bostanci (2003) also concludes that people predéiomal index stocks to foreign
stocks, companies in their region to the ones hemtegions. Moreover, he notes
that people prefer familiar and simple investmergtriuments. By this way, they
constitute less efficient portfolios and even iulcbbe said that they could not

exploit arbitrage opportunities offered.

Similarly, Benartzi (2001) notes that individuaénd to construct portfolios

that are highly concentrated on stocks of comphgry twork for. Individuals do this
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since they perceive their employer's stock as sai@ other stocks as ambiguous.
Particularly, when employers automatically direleéit contributions to company
stock, employees increase the amount they invesbrimpany. It could be said that

they evaluate employer’s contributions as investra€erice.
2.4.7. Optimism Bias

Optimism bias is a cognitive bias that causes petiptrust their information
unnecessarily, exaggerate their talents to cordgv@nts and underestimate risks
involved in. Kahneman and Riepe (1998) state that806of drivers qualify
themselves as above-average. Authors criticize case , by saying most of them

must be mistaken.

Optimism bias, directs individuals to underestim#te likelihood of bad
outcomes over which they have no control. Namghyinusm biased individuals are
also prone to illusion of control. They exaggerdégree of control they have over
events and they tend to discount the role of cha@péimism bias causes investors
to invest in near geographic region, due to the flaat they are optimistic about
prospect of near geographic area. (Pompian, 2005:16

Optimism bias defines tendency of people to weasércolored glasses”.
People who wear them view the world with an exegseptimism. Optimism biased
investors tend to be too optimistic about markegnemy and outcomes of the
investments they have made. Most of the optimistiestors believe that they will
be not affected from bad investments. Such wroregsaghts of optimistic investors

make their portfolios more exposure to damages.
2.4.8.Primacy, Recency and Dilution Effect

Primacy Effect is the tendency of individuals, tecall and emphasize

information that is acquired in the past rathenthecent information.

Recency Effect, is just the opposite of primacyeetf It is a cognitive bias
that causes people to remember and emphasize lief@mation rather than past

information. It is said that recency effect is mdrequently seen compared to
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primacy effect. (D6m, 2003:87) Recency effect ddu observed during evaluation
of performance of a portfolio manager. People acined to measure performance
of a portfolio manager, with its recent succesgadure rather than its cumulative

performance.

Investors, who are affected from recency effe@,raore inclined to purchase
assets at price peaks; since they forecast futtuens based only on a recent sample
of prior returns. By this way, assets may becomernaiued. Furthermore, recency
bias may cause investors to disregard fundamemtakevand concentrate only on

recent price performance.

Dilution Effect, is the tendency of neutral or leeant information to
influence judgments in an unduly way. Sometimeslewant information and ideas
reduce attractiveness of an investment instrumedtcause investors to invest in
wrong investment instruments. Also; information ttha overloaded, may lead
investors to pay attention to ways of informatibattare unnecessary. This means
that judgments are affected not only by order efitiformation but also amount of
information. (Barak, 2008: 111)

2.5.EMOTIONAL BIASES

Not only cognitive biases, but also emotional sBasdfect the investor
behavior. Nevertheless it is more difficult to sheffect of emotional biases on
investor behavior, compared to effects of cognibiases since emotions are hard to
measure. (Barak, 2008:114)

In this section, emotional biases which affect stee behavior will be

examined. These biases are:

-Endowment Effect and Statu Quo Bias
-Self-Control Bias

-Regret Aversion

-Disposition Effect

-Hedonic Editing
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2.5.1. Endowment Effect and Status Quo Bias

People tend to value things what they possess, thare"comparable” things
they do not possess. This over-evaluation of ctirperssessions has been called
endowment effect. (Thaler, 1980, pp. 43-47)

Experiments that are made indicate that people lmaggeat tendency to
continue their status-quos. Barak (2008) explalregt tlisadvantage of giving up
status quos is more important than its advantagféerBnce between buying price
and sales price is also attributed to this. Indhse of a sale, seller perceive sales
process as intrude to its current status and tqeosate that disturbance he tends to
demand much more to sell the object than he woaydt@ purchase it. Kahneman et
al (1991) also identify preference for currentestas an indicator of status quo bias.
They also evaluate endowment effect and statusbéasoas a manifestation of loss
aversion which implies that disutility of givingp an object is greater than the
utility of acquiring it.( Kahneman et al,1991:394

Parallel to explanations above, loss aversion dhd endowment effect
together imply that selling prices should hghkr than buying prices: the
minimal compensation people demand to giveaugood is often several times
larger than the maximum amount they are willingpay for a commensurate
entitlement. (Levy, 1992:175)

Based on Barak (2008), people evaluate losses aimd ¢ different ways.

Loss aversion is a type of behavior that appeassrasult of individuals’ tendency to
overweight losses and disadvantages, compared itts gand advantages. As
mentioned before, effect of losses on people ibdrighan effect of gains. This is the
case because in the case of losses, there is &dascurrent state. However in the
case of gains, gain that has not gained yet isileethat is about to decrease. Namely
in the first case a decrease in standards is yelhdividuals, but in the second case
they lose the one that they have not earned yet.

Another illustration of endowment effect is giveg Knetsch and Sinden.
(1984:510-511) In this example, participants dfered either a lottery ticket or $ 2.
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After some time, same participants are given opmalt to trade ticket for money or
save the ticket. And it is observed that only feavtigipants switch ticket to money.
As it could be understood from this example, endewtreffect could cause people
to save objects that could decrease in terms afevalhat effect is said to be

balanced by loss aversion in some respect.

2.5.2. Self-Control Bias

Self-Control Biass the tendency of people to consume today at xperese
of saving for tomorrow. (Pompian, 2006: 150) Itemsf to dilemma people face,

between satisfaction of short term returns and teng returns.

Self-control bias could be explained under the exintof life-cycle
hypothesis. Model describes tendencies of indivgJu#éo divide income into
consumption and saving. Saving decision of presemresents individual's
preference over present versus future consumptost individuals start with lower
incomes at early working years. Their incomes iaseeand reach to peak near
retirement. Income during retirement is lower wipemsions are taken into account.
People may make up lower income of retirement withsavings they made during

working years.

With reference to life-cycle hypothesis;

-People mostly prefer a higher standard of livimdptwer standard of living.
-People try to maintain a constant standard ohdjwiluring their lives. They do not
like volatility.

Namely, life-cycle hypothesis states that peopladrmaintain a smooth and
high consumption path.

Self control bias, leads investors to spend motbeaexpense of saving for
tomorrow. This case will be hazardous for peopleowtave not made enough
savings. Moreover, asset allocation imbalance problmay take place because of
self control bias. Investors with self control biasght prefer income- producing

assets with the effect of spend today mentalityatTgreference may damage long-
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term wealth since income-producing assets may ptewvgortfolio to keep up with

inflation.

Bostanci (2003) asserts that even if Homo Sapiansvkhe best preference,
due to fact that it could not control itself, it ynaot prefer it. Even if people know
that smoking and overeating damages to health, dbey. Similarly, investors may
prefer risky stocks with the effect of self-contimibs to increase their short term

returns.
2.5.3.Regret Aversion

Regret theory is said to be firstly formulated bgll§1982) who concludes
that by adding regret into utility function, indddal behavior could be better
explained. Author also mentions from a need fothier investigation of the role of

regret in decision-making.

Impact of regret on decision-making has been exedhifor different

scenarios and by various authors:

- Braun and Muermann (2004) examine for demand f&uramnce,
- Muermann et al (2006) examine for portfolio chaice
- Michenaud and Solnik (2006) examine for currenaygieg ,

- Filiz and Ozbay examine for first price auctions

Shefrin and Statman (1985) define regret as anfgehat is associated with
ex post knowledge that a different past decisiomldidhave fared better than the
chosen alternativeThis means that individual’'s ex-post level of weatiould be

higher if he had made the alternative decision.

Pride is the positive counterpart of the regreis ln ex-post feeling that ex-
ante decision turned out to be better than theegiésded alternative decision.
(Muermann and Volkman, 2007:5) Selling a stocladbss leads investor to feel
regret, whereas selling it with gain induces prigkefrin and Statman (1985) assert
that pursuit of pride and struggle for avoidingreggcreate disposition effect which

leads investors to realize gains and defer losses.
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Individuals feel regret when a stock that is coesed to be bought but then
given up appreciates. Individuals try to rationalithis case in order not to feel
regret. Barak (2008) addressed the study of Shéti00),who have concluded that
investors who manage their investments by theiividdal decisions feel regret
more intensely than other investors managing tpeitfolio with the help of a
consultant. They point out the decision-making tisathade by themselves as a
reason for this. (Barak, 2008:118)

Regret aversion may cause investors to hold tosawative investment
strategies. They are inclined to accept only losi-positions which could result in
an underperformance in the long term. Moreovegrek aversion may cause
investors to avoid from markets that have recegtige down. Individuals who are
subject to regret aversion fear from investinguohsa market, since downward trend
of market may continue. Nonetheless, such depraasekits usually offer bargains.
(Pompian, 2006: 231)

Regret aversion leads investors to hold not onlgnimig stocks, but also
losing stocks too long. In the case of losing stdbky are reluctant to admit that
they have made a mistake and continue to hold dosiack. On the other hand, in
the case of winning stock investors avoid sellipgsince they fear that stock may

increase further which could cause them to feeleteg

2.5.4. Disposition Effect

Disposition Effectwhich is firstly proposed by Shefrin and Statma888),
is defined as a positive theory of capital gain é&s$ realization based on which
investors are inclined to sell winners too early aide losers too long. Statman,
Thorley and Vorkink (2006) comment that Shefrin atman (1985) combine
prospect theory of Kahneman and Tversky with enmstiof pride and regret. Both
Barber and Odean (1999) and Chen et al (2007)raésdion that disposition effect
iIs one implication of extending prospect theoryingestment decision making.
Under prospect theory, people behave as if theynagimizing S-shaped value
function that is similar to standard utility funmti. Shefrin and Statman (1985)

examine disposition effect from the perspective mbspect theory, mental
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accounting, loss aversion and regret. From theppetive of prospect theory, it is
stated that an investor purchased a stock fromtsch is now selling for only $40.

After then two alternatives were shown from whiolidstor is expected to make a
choice. First alternative is, selling stock andliegag $ 10 paper loss. Second
alternative is, holding stock for one more periadwhich two outcomes possible,
losing an additional $10 or breaking even. Authoohclude that since choice
between alternatives is associated with convexiggrof S-shaped value function,
second is expected to be preferred over the fitamely, losing stocks will be hold.

From the mental accounting perspective decisionemsakivide different types of

gambles that are faced into separate accountsr Affien they disregard the
interaction between them and apply prospect thieadetision rules to each account.
Shefrin and Statman (1985) state that Gross (1€982fribes many features that
illustrates mental accounting. They use quotatibrGooss which mentions from

difficulty of loss realization. Gross suggest$ia own words;

“Many clients, however, will not sell anything dbas. They don't want to give up

the hope of making money on a particular inwestt, or perhaps they want to

get even before they get out. The "getevenitistade has probably wrought more
destruction on investment portfolios than amghelse. Rather than recovering

to an original entry price, many investmentkinge sickengly to even deeper
losses. Investors are also reluctant to accept i@adize losses because the very act
of doing so proves that their first judgment wasng ...”

In the finance literature investors tend to stlcks with good performance
by this way to feel themselves good. On contrdngytare reluctant to sell stocks
with poor performance because this requires themctept that they have made a
mistake and they afraid that stock may recoveratn®n, Thorley and Vorkink

(2006) make same implication by saying in their owords :

“ Pride accompanies the realization of paper gaiasd regret accompanies the

realization of paper losse%
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Feelings of regret and pride are shown as explamatior disposition effect
by Shefrin and Statman (1985). Muerman and Volki{2897) explain the idea that
lies behind disposition effect as; an investor Wwild a losing stock due to fact that
he hopes it will rise in the subsequent period, elgnt tries to avoid regret. If the
stock he holds rises, investor tends to sell tbeksto feel pride. Namely, investor
tries to prevent the feeling of regret that cowket place if the stock he holds falls.
Muermann and Volkman (2007) conclude that investeadize gains more rapidly

than losses since they want to feel pride and defget.

Individuals are risk averse in the area of gaind ask-seeker in the area of
losses. Due the fact that winning stocks can bsidered as a gain, individuals are
risk averse in this domain and they sell the st@@k.contrary since losing stock is
considered as a loss, individuals will be risk gak this domain and continue to
hold the stock. This shows how loss aversion erpldisposition effect. Barber and

Odean (1999) conclude that loss aversion explaspodition effect in the best way.

Shefrin and Statman (1985) mention that investersl tto sell losers in
December. Authors postulate that, this tendenay lissult of self control strategy.
They comment that investors sell their losers icddeber to recognize tax benefits.
On the contrary, Lakonishok and Smidt (1986) comelthat disposition effect is
more dominant than tax-related motives for selbtarks at a loss.

Dhar and Zu (2006) note that disposition effectr®enger for investors with

less trading experience.

2.5.5. Hedonic Editing

Hedonic Editing is the process of integrating emgstresults with preceding
results and evaluating their sum in stead of evalgaach result separateim of
the hedonic editing is the value maximization. €hand Johnson (1990) state that

rules for hedonic editing follow four principles:

* Segregate gains

* Integrate losses
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» Segregate small gains from larger losses (Thiwetsilining” principle)

* Integrate (cancel) smaller losses with larger gain

These principles are applied whenever possible doase hedonic editing
hypothesis. (Thaler and Johnson, 1990: 647)

Decision makers are more likely to accept risky bkas, after gains realized.
This effect is called house money effect. On cagttheir willingness to take risk
decreases, after losses they faced. Also, after pwsses outcomes that offer to
“breakeven” are also found attractive by investéfialer and Johnson, 1990:644)
Based on quasi-hedonic editing hypothesis, prissds may be followed by risk
aversion. Losses that take place after a gain exadlexr than the original gain may be
associated with prior gain. Moreover those lossey meduce the effect of loss
aversion and may facilitate risk-seeking. Phrasgamhblers “playing with the house
money” is the idea that takes place behind thisceffit expresses that investors, like
gamblers, code loses as reductions from gain thiltime that past winnings are

completely depleted.
2.6. MENTAL ACCOUNTING

Before definition of mental accounting, Thaler (289 gives definition of
accounting. He defines accounting asy/stem of recording and summarizing
business and financial transactions in books andlyaing, verifying and reporting
the results.”Similarly investors use mental accounting to cdnivbere they spend
their money on. It could be also defined as thesmased to code, categorize and
evaluate financial decisions. According to mentetoainting, investors evaluate
financial decisions in separate mental accountgalch account utilities, costs and
outcomes of financial decisions take place. As @icame is recorded into a mental
account, approaching the decision from anotherpeets/e is getting harder. By this

way, decision of investor may be affected in themg way.

Grinblatt and Han (2004) explain that decision-niakare inclined to put
different types of gambles into separate accoumtisagply prospect theory to each

account. During this process, they ignore possitieractions between accounts.
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Mental accounting could be categorized into threenonents: (Thaler,
1999a:184)

« How outcomes are perceived and experienced; hoandial decisions are
made and evaluated
« How activities are assigned to specific accounts

* In what frequency accounts are evaluated

A rational decision-maker treats various sums of neyo differently
depending on where these sums are mentally categorifreatment will change
based on how that sum is obtained (work, inhergam@ambling) and where it is

intended to be used. (Leisure, necessities)

Combination of mental accounting with other biagespresentativeness,
overconfidence) leads investors to perceive rigkcéarately and may cause them to
diversify inadequately. At the end, investors axposed to high risks, low returns

and even losses.

Mental accounting may cause investors to evaluaéd tinvestments on
separate accounts. This could cause investorsstegdird positions that offset or
correlate across accounts. As a conclusion, subaptiaggregate portfolio

performance is attained.
2.7. OTHER BEHAVIORAL EFFECTS
2.7.1. Certainty Effect

Allais (1953) is the best known author, who countes expected utility
theory. He shows that people systematically viotatpected utility theory. This is
proved by the example which is given by Allais arsg¢d by Kahneman and Tversky
(1979). At that example, individuals are asked ltoase between a lottery which
offers 3000 with 25 %  probability and a lottershish offers 4000 with 20%
probability. 65 % of individuals chooses the laidternative. At the same study,

when individuals are expected to make a choice é@mtvwinning 3000 with 100%
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probability and winning 4000 with 80% probabili80Q % of participants choose the
first one. That tendency of individuals to chodke alternative that is certain is
defined as certainty effect. Yet, expected utitligory foresees that people will be

indifferent between two alternatives, since botbvpde equal utility.

According to Kahneman and Tversky (1979), certaimffect drives
individuals to be risk averse in the choices whiotorporates gains; and to be risk
lover in the choices which incorporates certairséss Cases in which individuals

perceive a result that is only probable, as certamamed as pseudocertainty effect.

Certainty effect clearly constitutes a contradictto expected utility theory.
(Kahneman and Tversky, 1979: 265) According to aiety effect, individuals

overweight certain events compared to outcomeshndnie only probable.

Kahneman and Tversky (1984) have explained ceytagffect with an
example. In the first problem of example, partici{sa(N=81) are asked to involve in
a two stage game in which participant will end ¢fagne without winning anything
with 75 % probability and move into second stagi\2b % probability. If it moves
into second stage it is asked to select a) a simeotv$30 (74 % of respondents
select) b) 80% chance to win $ 45 (26% of respotsdesiect). They state that choice
must be made before game starts. At the secondepmnolthey are asked to make a
choice between a) 25% chance to win $ 30 (42 %espandents select) b) 20 %

chance to win $45 (58 % of respondents select).

In the first stage of the example, prospect a $eP&86 probability to win $30
and prospect b offers 0.25*0.80=0.20 probabilityvahning $ 45. Namely two
stages look identical in terms of probabilities andtcomes now. However
preferences are not identical. At the first stagajority prefers higher chance to win
small amount; whereas at the second stage majoréfers lower chance to win
higher amount. At the first problem, people rejdw first stage. As a result of it,
they face with opportunity to get guaranteed $ 3@ @pportunity to get $ 45 with 80
% probability. As it could be seen from the example case in which a probable
event is weighted as if it is certain is calledymkzcertainty effect by Kahneman and
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Tversky. This example proves violation of invariand/iolation of invariance is
attributed to two factors by Kahneman and Tverskyhie study they conducted in

1984: framing of probabilities and nonlinearityd#cision weights.
2.7.2. Isolation Effect

Individuals tend to disregard components that aoenmon for both
alternatives and focus on components which areréifit to simplify making choice
process. This tendency is called isolation effeetvy (1992) states that isolation
effect may lead to different preferences sinceelae several ways to decompose
prospects as shared and disshared. This tendeady te inconsistent preferences
when same choice is presented in different fornkahfeman and Tversky,
1979:263)

Example of Kahneman and Tversky (1984) also carietan example to
isolation effect since participants reject thetfstage of the game and evaluate the
game as if it includes only one stage. Yet, valokalternatives are same in both
stages.

Values of the first stage:  80% probability $45

100%bpability $ 30

Values of the second stage: 20% probability $45

25 Yopability $30

2.7.3. Framing Effect

Framing is the notion how a concept is presentedndividual matters.
(Ritter, 2003:4) Framing effect could also be eatdd as a heuristic error. (D6m,
2003:22)

Prospect theory reveals that choice of individuddange depending on the
presentation of the problem. Shafir et al (198%te that when problem is presented
in terms of final assets, people are inclined tefgr the risky alternative that has
higher expected value. However, when same probsepnasented in terms of gains
and losses people tend to prefer status quo rétherrisky prospect. Authors find
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this case in accordance with loss aversion prieciphis is due because a potential $
10000 loss offsets an equal chance of a $15000 gain

Kahneman and Tversky (1984) asked participantsivey they conducted to
make a choice between alternative programs whiehdasigned to combat with a
disease that is expected to kill 600 people. Camseces of alternative programs
were presented one group in respect of numberaglpevho will be saved (survival
frame) and presented to other group in respectuaiber of people who will die
(mortality frame) .

Specifically if program A is adopted, 200 peoplewdobe saved (400 would
die), and if program B is adopted , 600 people ldkdae saved with a one-third
chance (none would die) and none would be savddtwib-thirds probability (600
would die). At the end of survey it is found tteastrong majority of respondents
(72%) favored program A in the survival frame, wdes (78%) favored program B
in the mortality frame.

Framing of problems affects behavior of individuaost familiar effects of
framing on choices are loss aversion and dimingsls@nsitivity. Since pleasure of
gains is less effective compared to disturbandesses, framing that emphasizes on
choice regarding losses will make that choice &ssctive. Similarly, framing that

shows losses relatively small will make choice matteactive.

Framing effect could be more easily seen in indigld who adopt narrow
framing. Kahneman and Riepe (1998) consider thastndecision makers adopt
narrow framing and consider their decision probleme time and only guided by
options available in making decisions. Authors atate that decisions made based
on narrow frames inclined to show near-proportidpadf risk taking, this means

little risk tolerance in small gambles and too mush taking in large gambles.

After all behavioral concepts are explained, itaasonable to question why
real world finance is still directed based on ttiadial theories. Thaler (2000) asks
same question in a different way and he answeesfew sentences. He concludes

that behavioral models are harder than traditiomamdels. He also says that
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generation of models including fully rational andemotional agents is easier than
generation of models of quasi-rational emotionahhuos.

Until now efficient market theory and behavioraldnce concepts, are tried
to be explained with a general outlook. In the ngattion, our outlook will get
narrower and our focus will be on the concept oféf@onfidence” that is the main
topic of this thesis. Despite a brief outlook toemonfidence is included in this

chapter, in the next chapter it will be examineddtail in an organized way.

82



CHAPTER THREE

OVERCONFIDENCE HYPOTHESIS AND EMPIRICAL ANALYSIS
3.1. OVERCONFIDENCE HYPOTHESIS

Development of efficient market hypothesis and aalt@s are given with
literature in chapter 1. In the second chapter Weha finance, which comes into
being because of the insufficiency of the tradilotheories in explaining the way
things are in financial world, is examined. The aimthis chapter is to determine
whether “overconfidence hypothesis” is valid folEI®r not. Before econometric
analysis, literature of overconfidence will be gnet®d. After then, model framework

will be explained and finally analysis will be made

Interdisciplinary character of economics has bemmneasing with the use of
improvements from other disciplines like sociologgychology and even neurology
in recent years. By this way, economic behaviaindividual agents and market can

be better explained.

Skala (2008) asserts that psychological findingsstarted to be included in
economic models starting from 1970s, but most ragsgelopment of the trend
begins with 1990s. After then some puzzles of far@nmarket, which could not be
solved by standard economic theory, are accounted overconfident investors are
assumed. Even De Bondt and Thaler (1995) evalmateconfidence as the key
factor that is needed to understand trading puZdiey also note that “Perhaps the
most robust finding in the psychology of judgmenthat people are overconfident.”
Ko et al (2007) state that overconfidence couldstexi many aspects of human
behavior and because of that reason it is percegeth important factor in financial
markets. It is believed to explain excess tradiogg-term reversals and excess
volatility.

Despite it takes its roots from psychology, ovefm®nce has been influential
in other disciplines like finance. There are vasiostudies showing impacts of
overconfidence on different disciplines. Camered drovallo (1999) identify

overconfidence as a possible explanation for persisigh rates of entrepreneurial
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entry, in spite of the frequency of entrepreneuiadlre. From another perspective,
Malmendier and Tate (2005) use overconfidence fa@x high rates of corporate
merger and acquisitions. Study that is relatedrtanicial markets is done by Odean
(1998). He states that high trading volume of tioels market could be explained by
overconfidence. Plous (1995) specifies importarfagverconfidence by saying: “No
problem in judgment and decision making is morev@ient and more potentially

catastrophic than overconfidence.” (Plous, 19921f7)

Although many articles are written about the relaship between price
changes and trading volume, a few articles ardemriabout the relationship between
returns and trading volume, and overconfidencetn&ma et al (2006) point out
scarcity of empirical work that is written on thabgect of overconfidence. They
attribute that result to lack of well-defined aedtable implications.

Daniel, Hirshleifer and Subrahmanyam (1998) defimerconfident investor
as the one who overestimates the precision ofiatp information signal, but not
of information signals which are received by pullicAccording to Barber and
Odean (2000), overestimation of private informatinakes overconfident investors
to trade too actively and causes them to earn balmwage returns in turn.
Overconfident investors also tend to overestimaar tbeliefs, estimations and
abilities. According to Skala (2008), overconfidemgestors not only overestimate
precision of their information (to be more specifiwerestimation of private signals
and underestimation of public signals); but alseytlunderestimate variance of

signals or volatility of asset values.

Daniel et al (1998) show overconfidence on a griaptheir research whose
central theme is; overreaction of stock prices tivgbe information signals and
underreaction of stock prices to public signals.
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Figure 5. Path of Overconfidence
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(Daniel et al, 1998: pp.1847)

That graph indicates the path average price follafsr a positive (upper
curve) or negative signal (lower curve). Here, thorizontal line represents fully

rational price level. Upper curve represents thpeeted prices conditional on a
private signal.

At this graph, private signal leads stock pricedate 1 to overreact to new
information. However at date 2 when noisy publi¢ormation signals arrive,
inefficient deviation of prices is partially corted on average. Same thing occurs at
date 3, when subsequent public information arriveghors call the phase prior to
peak,overreaction phasand later phaseorrection phaseAt the overreaction phase
cov (P-Pi, Pi-Po), is expected to be negative. On contrary, ¢avP%, P-P1), is
expected to be positive.
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Overconfidence, which is a prevalent psychologmak, creates mis-pricing
in the form of excess volatility and return predlatity. Furthermore, it generates
inefficiency in markets if no rational arbitragewesist to bring prices back to their
fundamental values. However, Ko et al (2007) indicadhat incentive of
overconfident investors to acquire information isceuntervailing effect which
makes prices more informative and efficient evethi absence of rational traders.
Authors (2007) assert that overconfidence makesket@rmore efficient; since
overconfident investors believe that extra retwrosld be earned. With this belief
they tend to invest in resources to acquire infaionarelated to financial assets.
Authors investigate which of two effects is largacentive to acquire information or
mispricing generated by overconfidence. They fimtteffect of information
acquisition on price quality, dominates the misimg caused by overconfidence. As
a result, they assert that overconfidence genenalhroves market efficiency if its
level is not extremely high.

It is a common characteristic of human to learn uabbis abilities by
observing consequences of his actions. That legumiocess is exposed to attribution
bias in most times. (Gervais and Odean, 2001:1ppleeexaggerate the degree to
which they are responsible for their successess Teads to overconfidence.
Successful investor attributes his success int@Wwis ability and updates his beliefs
about its ability upward too much. Gervais and @déz001) develop a dynamic
overconfidence model that changes with investorscess and failure. They
conclude that overconfidence level is greatestpeople who have a short trading
history. Also they comment that with acquired ex@eces, people learn to make
better self-assessments. Another inference is rogdehen et al (2007) stating that
investors, who attribute past success to their skitls and past failure to bad luck,

are more likely to be overconfident.

Overconfident investors overestimate the probgbithat their personal
assessments are more accurate than others andttbagly believe in their own
valuations. This tendency of overconfident investantensifies differences of
opinion. Grossman and Stiglitz (1980) who use ratioexpectation framework,
assert that investors will trade as long as matdiaaefit of trade equals or exceeds
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marginal cost of trade. Additionally, they assdratt rational investors purchase
information only when doing so increase their expeécutility. However Odean

(1998), Odean and Gervais (1998), and Caballe askbv&s (1998) develop

overconfidence models which predict that investomuld trade even to their
detriment. (Barber and Odean, 2000:774) Beside=i,confident investors trade too
much and by this way reduce their expected utildyerconfident investors also
spend too much on investment information. Theyase assumed to hold riskier

portfolios, compared to rational investors who @k averse in same degree.

Selection bias might cause market participants ¢oolme overconfident.
Because generally in financial markets people, Wwkbeve that they have more
ability to trade, take place either as dealersrokdrs. And because of that reason,
we may expect financial markets to be populatedthimse overestimating their

ability.

Survivorship bias could also lead to overconfidensmce unsuccessful
traders drop out of market or have to manage smatbalth. If successful traders
overestimate their contributions for their successieey become more overconfident
and tend to control more wealth. However, it issmadrthy to realize that it is not the
overconfidence that makes them wealthy, but prooéssecoming wealthy makes
them overconfident. Since they are wealthy, oveident traders are less likely to
be in danger of being driven out of marketplacerv@e and Odean (2001) state that
as investors get older, they will lose not onlyitheealth but also their confidence.
They may even give up trading. However; authors atste that there will be always
overconfident traders in markets where inexperidricaders enter and old traders
die.

Miscalibration is only one manifestation of overfidance. It is the
difference between the accuracy rate and probalalisigned regarding a given
answer is correct. Skala (2008) defines overconfideas a particular form of
miscalibration, for which assigned probability tithe answers given are correct
exceeds the true accuracy of answers. Another gsatfon of overconfidence is

optimism. People tend to be too optimistic aboutirfel events. They expect positive
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events to happen to them more often compared &r piétople. Opposite is valid for
negative events. Shortly their optimism could bplaxed by the phrase “The future
will be great, especially for me.” (Taylor and Bnow1988:197) This also causes
them to become overconfident. Another manifestatbroverconfidence is better
than average effect. According to this effect, npmtple perceive themselves better
than average and most see themselves better thars @ee them. Taylor and Brown
(1988), also indicate that people have unrealibyigmsitive views of themselves in

their survey.

Essential concepts in overconfidence are alreadgsiigated by Fischhoff
(1977). His findings indicate that people tend ® dwverconfident in answering
questions that are moderate to difficult, wherdeey ttend to be under confident in
answering easy questions. This is called “hard-esffgct”. That effect is also
confirmed by Lichtenstein et al (1982).

Why financial market participants are expected ¢oolerconfident? Odean
(1998) answers that question, by saying peopleuatally overconfident. Most
traders attempt to select stocks that will havén@igeturns than other assets. This is
a difficult task and it is known that people areemonfident especially in
implementing difficult tasks. In a way, here haaby effect shows itself. Similarly
based on Barber and Odean (2001), overconfidenes ilecreases as difficulty of
tasks increase. Overconfidence level is greatedibfecasts with low predictability
and for undertakings lacking fast clear feedbaakcé&selection of stocks which will
outperform the market is a difficult task whosedictability is low and feedback is
noisy, people are overconfident in selection otleso Griffin and Tversky (1992)
comment that experts tend to show greater overdenéie compared to novices,

since they have models and theories to overweight.

Overconfidence in one’s information is only one eypf overconfidence.
Traders might also be overconfident in the way tinggrpret information rather than
information itself. Odean (1998a) examines how ocweefidence affects the markets.
He concludes that this depends on the person whovésconfident and how

information is distributed.
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3.1.1. Overconfidence and Trading Volume

Chen et al (2007) identify trading frequency as ammon proxy for
overconfidence. Most studies before and after Gétenl (2007) use it as proxy.

Trading volume will also be used as a proxy in thesis.

It is not logical to explain high trading volume gfeculative markets, which
is a frequent research topic in overconfidence thgsis, on just rational grounds.
Glaser and Weber (2004) identify factors that miglduce trading as differences of
information, existence of noise, liquidity tradimgd portfolio balancing. However
based on Chuang and Lee (2006), trading motivatech fhedging and liquidity
purposes constitutes only a small portion of obseérirading activity in the world.
Chuang and Lee (2006) serve overconfidence as &anedd explanation for
observed trading volume. Similarly, Barber and @dg000) count overconfidence
as an explanation for high trading levels and pperformance of individual
investors. Barber and Odean (2001), also identigraonfidence as the most
simplest and powerful explanation for high tradvmgume of financial markets.
They also conclude that investors who trade thet mr@shurt the most. Same authors
(1999), use closing prices of stocks that atedi on NYSE, AMEX and NASDAQ
for the date between 1987 and 1993 and find thhoadh overconfident investors

make more trades, they get lower returns.

In the model developed by Gervais and Odean (2@819yverconfident trader
trades aggressively, expected trading volume ise®aVolatility also increases as a
result of successes trader has. Authors also adssrinot only volume but also
volatility increase with the degree of learning dimader exposed. Nonetheless,
authors also find it noteworthy to express, thatvabhypothesis does not say that
excessive trading of overconfident investors is threque source of excessive

volatility.

Overconfidence increases trading volume since itkawainvestors to
overestimate accuracy of their beliefs. They temdegard their own beliefs in an
exaggerated manner, whereas they tend to disreghet’s beliefs. Gervais and
Odean (2001) point out that overconfidence is eobdmn investors who experience
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high returns even if same high returns are expeeiioy market as a whole. An old
Wall Street adage (1998) warns traders to agdimsittisconception: “Don’t confuse
brains with a bull market.” Another Wall Street Agais “Volume is relatively
heavy in bull markets and light in bear marketshisTadage also shows that traders
mostly attribute market gains they win in bull metk to their own ability and
continue to trade further.

Based on Odean(1999), overconfident investors tradee. Odean (1998) ,
develops a model where overconfident investorsetradre and have lower expected
utilities compared to a fully rational investor.tRaal investors assess their expected
trading profits correctly, on contrary overconfitlémvestors hold unrealistic beliefs
about expected trading profits. As a result ofrational investors will not make
trades if expected trading profits do not offseanaction costs. However,
overconfident investors make transactions even whem expected trading profits
could not offset transaction costs. They do, sthey overestimate expected trading

profits.

Trading volume, which is thought to have effectssbock prices and price
volatility, reflects the cumulative reactions oWéstors to new market information.
Moreover, it is an indicator measuring the infonmatflow to the market. (Kiran,
2010:1) Because of these reasons, it has a tmdleain the process of formation of
stock returns and volatilities. Trading volume alsdlects the changes in the
expectations of investors in the market. As a haig@unt of information flows to

market, number of overconfident investors incresas® more trades take place.

Statman et al (2004) explain positive lead-lagtrefeship between returns
and volume under a few headlines including dispmsieffect and overconfidence
hypothesis. At the end of work they prepare, tlemprd higher trading volumes after
high returns. In consistence with overconfidenc@dtlyesis, they find that stock

trading volume (turnover) is positively related viagged stock returns.

Statman et all (2006), differentiate investor owafecdence from disposition
effect of Shefrin and Statman (1985). Authors dualisposition effect as a desire of

individual investors to sell stocks that have apiated in order to realize gains,
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namely they perceive disposition effect as anuatéitabout individual stocks they
currently hold. On contrary, they qualify investmerconfidence as a separate theory

of trading activity that is related with investaliefs about trading in general.

Deaves et al (2008) examine if overconfidence ieducading, by dividing
overconfidence into three manifestations: calibratbased overconfidence, better
than average effect and illusion of control. Caltlim-based overconfidence can be
defined as the overestimation of knowledge prenisWWhereas, Better than Average
Effect is defined as the tendency of individualssee themselves smarter than
average by Taylor and Brown (1988). Finally, ilursof control is the exaggerated
belief of control on events. At the end of studythars find calibration-based
overconfidence and better than average effect adigtors of trading activity.
Nonetheless, they could not record any impact aflgeon trading activity.

Overconfidence is expected to increase not onbjirigavolume and but also
market depth. On contrary, it is expected to deresxpected utility. Moreover, its
effect on volatility depends on the person who veroonfident. Overconfidence
might also lead to higher market efficiency whefeef of information acquisition on
price quality, dominates the mispricing created dwerconfidence. A consensus
could not be reached about effect of overconfideanetrading profits. (Skala,
2008:43) Overconfidence hypothesis suggests thatconfident traders could make
markets to under react to both information of ragictraders and abstract, statistical
and highly relevant information. Other type of infation rational traders under
react due to overconfidence is new information. &baless, markets over react to

salient, anecdotal and less relevant informatiOule@n, 1998: 1887)

In Turkey, first study in the area of overconfidens conducted by Korkmaz
and Cevik (2007). Authors use closing prices armdlitrg volume of 114 stocks
between the date May 1995 and October 2006. Thegsiigate the relationship
between overconfidence and trading volume, overdente and volatility and
overconfidence and risk perception. Based on d#apsaest conducted,
overconfident investors are found to have moredanes to make more trades after

positive returns they obtain. Moreover, it is invgasted if excessive trades that are
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led by overconfidence cause index volatility. Itdsncluded that overconfidence
causes volatility. For the overconfidence and pskception relationship, which is
examined by constituting three portfolios, no encke could be found showing that

overconfident investors invest in risky portfolim®re intensely.

It is noteworthy to mention that overconfidenceaisharacteristic of people,
not of markets. (Odean, 1998a:1888) Although soreasures of market like trading
volume are affected by overconfidence of differerarket participants in the same
way, some measures like market efficiency are Betause of that reason, Odean
(1998a) examines overconfidence hypothesis by iigittaders into three segments:
price takers in markets where information is dissated broadly, strategic-trading

insiders and market makers.

3.1.1.1. Overconfidence of Price Takers

In this model, signal is received by all traderd &ns assumed that there are

not noise traders.

* When traders are price takers, expected volumeases with the increase in
their overconfidence.

* When traders are price takers, volatility increaséh the increase in their
overconfidence.

« When traders are price takers, overconfidence wgrgaality of prices.

*  When price takers are overconfident, their expectiidy is lower. This is
due; since it causes non optimal risk sharing. r@didence causes them to
hold undiversified portfolios.

When new information is overvalued (undervalued) fdrice-takers, price
changes show negative (positive) serial correlafidnis means sign of serial

correlation of returns and price changes are same.

3.1.1.2. Overconfidence of a Strategic Insider

In this model, it is assumed that signal is onlyereed by a single insider and

noise traders are assumed to exist now.
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* When traders are insiders, expected volume incseagh the increase in its
overconfidence.

* As overconfidence of insider increases, marketldequreases.

* As overconfidence of insider increases, volatitifyorices increases too.

* Price quality improves as insider overconfidenagaases.

* Expected profits of insider decrease with increasdss overconfidence.

3.1.1.3. Overconfidence of Market-makers

* Overconfident market-makers set a flatter supplgveuwhich encourages

more trading when traders are price sensitive.

* Overconfidence of a market maker may lower volgiili since
overconfidence make them to perceive less riskoidihg inventory and set

flatter supply curve. Flattening supply curve regiigolatility.

As insider is overconfident, he makes more tradMgrket maker answers it
by increasing market depth. Overconfident markekeraperceive their estimate of
security’s true value more precise. They believat tihey are facing less risk by
holding inventory. Therefore they flatten their plypcurves, which also increase
market depth.

Chuang and Lee (2006) conclude implications of cwefidence under four
headlines. Firstly, overconfident investors tendoter react private information,
whereas they under react to public information. dBdty as investors’
overconfidence increases with market gains, invedtend to trade aggressively in
next periods. Thirdly, excessive trading overcoarfidinvestors make contributes to
observed excessive volatility. Lastly, as investmesome overconfident, they begin

to underestimate risk and invest in riskier assaise.

There are many studies which uses gender as a.pgbmeyof these studies is
prepared by Barber and Odean (2001), showing thgtesmen take on more risk
compared to married men. Based on that study, dretakes on risk most to least

could be counted like this: Single men-Married méarried women-Single women.
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Similarly, Barber and Odean (2001) record higheeroenfidence among men
compared to women. In consistence with overcontideimypothesis they find that
men trade more than women. In the study they cdedua 1999, authors also find
that men trade 45 percent more actively than wombken they use gender as a
proxy. As last, Barber and Odean (2001) suggesisdifference in confidence of
men and women, is greatest for tasks which areascoline domain. They also add

that men are more competent than women in financéters.

3.1.2. Overconfidence and Risk

According to expected utility theory, rational irsters attempt to minimize
risk and simultaneously maximize returns. On thkeothand, prospect theory
suggests that perceived risk is the risk that threthe behavior of people.
Overconfident investors misevaluate the risk levighose overconfident people
believe that stocks they select will get higheunes and have low risk. Furthermore,
Nofsinger (2001) asserts that overconfident invsdtave higher risk because of two

reasons:

* Overconfident investors are inclined to buy higkkristocks which are

generally stocks of small-size firms or new firms.
* QOverconfident investors tend to make under-divieaiion.

Another explanation for higher trading volume, abube desire of
overconfident investor to use his perceived supegiality to get high returns.
Because of that reason, they underestimate risk&tofe stock investing and trade
more often. (Chen et al, 2007:426)

3.1.3. Overconfidence and Internet
Frequent usage of Internet affects not only methafdgeople use to make

shopping, take information but also it affects istweent behaviors of them.

Internet has provided many advantages to invesitagdower commissions,
easiness in making transactions, easy access, rammdased information flow.

Nonetheless, these advantages may increase psgablbiases of investors. By

94



trading directly not through a broker, they mayl fee exaggerated sense of control.
Furthermore, huge amount of online investment dkéapast stock prices and past
returns may confirm their beliefs and may causentlie become overconfident.

(Barber and Odean, 2001:42) Additionally, interfeds a role in increasing

emotional factors like pride, regret, house monégce and getevenitis. (DOm,

2003:68)

There are studies which are written about the tffe€ internet on taxes,
price competition and foreign trade in the literatuMost of them focus on the
advantages of internet usage in making transacti®esne advantages Internet
provides to investors are lower commissions, easieess to market, and reductions
in market interruptions. However, Internet has moily advantages; but also
disadvantages. It leads investors to make excessitlespeculative transactions by
increasing investors’ confidence. Investigatonsl fihat investors, who make online
transactions but initially make transactions bepdlone, are more active and more
likely to involve in speculative and less profitaldransactions with the effect of
overconfidence. (Sevim and Temizel, 2009:139)

Making investment is a hard process which requiregstor to collect
information, analyze it and make decision. Intesietplifies information processing
and causes investor to get overconfident by maitipgssible for investors to make
various analysis and comparisons easily. Such sisalgnd comparisons cause
investors to misevaluate information and overede@mtheir ability to analyze
information. This makes them to trust unnecessatiigir own estimations.
Overconfidence also causes wrong investment desisexcess trading, and taking

on too much risk and as a result of all portfotiedes. (Nofsinger, 2001: 23)

Fisher and Statman (2000) mention that there arce fagtors which are

effective in reducing overconfidence;

* Quick feedback is essential regarding accuracyud@ments. For instance,
people who make weather forecasts or place betomsehacing takes daily
feedback. For this reason these people are bettestimating probability

assignments. With increased feedback, overconfelenuld be reduced.
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* People should be encouraged to consider not oplgasters of their beliefs;
but also opponents of their beliefs. By this waey could make inference

regarding why their judgments could be wrong.
3.2. MODEL FRAMEWORK

3.2.1. Modelling of Time Series

First thing to do in modeling time series, is detieing if time series is
stationary or not. If it is not, it should be magtationary by implementing various
processes. Due to fact that firstly unit root tesils be explained. After then ARMA
(Auto-Regressive Moving Average) Model, which patglivalue of target variable as
a linear function of lag values (auto-regressivet)pplus an effect from recent
random shock values (moving average part), wilhientioned. Finally, EGARCH
model and Granger Causality Test, which will bedute detect causality relation,

will be mentioned. After models are explained, gsial will be made.

3.2.1.1. Unit Root Tests

By stationary series constant mean, constant \@iaand constant

autocovariances for each given lag is referredodBs, 2008: 318)

Mean=E(Yt)=p (1)
Variance= Var(Ytu)? = 0° (2)
Covariancezk = E((Yt- w)(Yt-k- n) (3)

Since analysis that is made by using non-statiotiarg series give biased
results of t-test, f-test andRvalue; test of unit root is a required procesdinife
series are non-stationary, they will include trelmdthis case, use of non-stationary
data may lead to spurious regressions. Namelyabl@s that are not related in

reality could seem to be related with.
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Existence of unit root will be investigated byckey —Fuller test. First
announcement of that test, is made by articlesiokdy D.A. and W.A Fuller that

are published in Journal of American Statisticatd®ation in 1979.

3.2.1.2. ARMA Process

By notation ARMA @, g), model withp autoregressive terms (number of
lagged dependent variables that model will have) @moving average terms is
referred. By AR (1) Model, it is tried to be mamtithat time series behavior of Y
is largely determined by its own value in precedpggiod. This means what will
happen in time t, is dependent on what happendignim (t-1). (Asteriou and Hall,
2007:232) Similarly implication behind MA (1) Modd that; ¥ depends on the
value of immediate past error, which is known ameit. (Asteriou and Hall,

2007:236) General forms of the models are:

* For AR(p):

Yoz S0 i Yot (4)
* For MA(Q)

Yie= et Zq:j Oj M (5)

And ARMA process will be a combination of thosenfr@autoregressive part
(AR) and moving average part (MA). Model of ARMA @ will be:

Yi= Zp:i Oi Yei+ e+ Zq:jej e (6)

3.2.1.3. ARCH Models

On contrary to traditional econometric models thagrate under assumption
of constant variance; ARCH (Autoregressive CondaidHeteroskedasticity ) model

,which is introduced by Engle (1982), allows thenditional variance to change
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overtime as a function of past errors while leavihg unconditional variance
constant. (Bollerslev, 1986:307)

Bollerslev (1986) has developed GARCH Model, whatlows a much more
flexible lag structure. According to Bollersev (B)8extension of ARCH process
into GARCH process bears much resemblance to eatere§ AR process to the

general ARMA process.

In the ARCH (q) process the conditional vace is determined as a
linear function of past sample variances pnlyhereas the GARCH (p, Q)

process takes into account not only past samplanaes but also lagged conditional
variances.

ARCH and GARCH specifications are symmetric. Simesidual term is
squared; they only matter the absolute value abvation, but not the its sign. They
assume that a big positive shock will have exatity same effect in volatility of
series as a big negative shock of the same magnitNdnetheless it has been
observed that negative shocks (bad news:excessgdawer than expected) have a
larger impact than positive shocks (good news: €xeceturns higher than expected)
of the same magnitude for equities. (Asteriou aadl,l2007:267) Nelson (1991) has
realized that gap in the literature and has dew&lap model which accommodates
the asymmetric relation between stock returns amldtility changes: EGARCH
Model. EGARCH Model is a variance model; that mratteot only magnitude of

past errors, but also sign of them. It is menticagdbgarithmic.

Log (o) w + (o) +Y i wu -

Advantages of EGARCH over pure GARCH models are:

« Since conditional variance is modeled in logarithieivel, G t* is positive

even when parameters are negative.
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» If there is a negative relationship between vatgtand return, with the help

of y that is negative, asymmetric movements could beabeal.

3.2.1.4. Granger Causality Test

The most frequent method, that is used to deteusatdly relationship
between time series, is Granger Causality Methadn@er Causality Test bases on
the view that current value of dependent variabldatermined by lagged values of
itself and independent variable. In order to deteemaccurate relationships by
Granger Causality Test, data series are requirdaetstationary or required to be
converted into stationary by taking first differencOtherwise Granger Test

implemented will give spurious causality relatioipsh

Granger (1969) has specified that, all definitiblesmakes assume that only
stationary series are involved. If non-stationaeyies are included, existence of

causality could change overtime.

In Granger Test , that uses trading volume andksteturns as variables,
rejection of null hypothesis asserting that stostkims do not granger cause trading
volume (12; =0, for all j) will provide validity of overconfidnce hypothesis.
(Chuang and Lee, 2006:2496)

3.2.2. Analysis of Overconfidence Hypothesis in ISE

Overconfidence hypothesis foresees a positive tguselation from stock
returns to trading volume; additionally it foresems increase in volatility which
stems from excessive trading volume of overcontidemestors. In this section,
these relations will be tried to examine by implatney methodology of Chuang and
Lee (2006). In the analysis of relationship betw&ading volume and stock return,
Granger Causality Method will be benefited. In #malysis of volatility, ARCH-LM
test will be implemented to residuals that are ioleth by ARMA process. After then
E-GARCH model will be benefited. Data set usedudelk monthly closing values of
ISE-100 index and monthly trading volumes of ISElfflex, between the dates of
April1991- Jan2011. Data is obtained from FOREKS.
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Return series is attained through taking logarithmifference of ISE100
index. Formula that is used to get return serie$ligeioc= INiser00.— 1N wser00.02

Descriptive statistics that belongs to returnseseis given below.

Table 2.Descriptive Statistics

VOLUME
(Lot) RETURN

Mean 4030000000 0.031581
Median 1390000000 0.029859
Maximum 21200000000 0.586585
Minimum 180897.0 -0.494856
Std. Dev. 5.00E+09 0.142591
Skewness 1.224231 0.239058
Kurtosis 3.782300 4.862267
Jarque-Bera 65.24372 36.50425
Probability 0.000000 0.000000
Sum 955000000000 7.484657
Sum Sqg. Dev.  5.90E+21 4.798373
Observations 237 237

The skewness for a normal distribution is zero, ang symmetric data
should have a skewness near zero. Negative vafugdsewness indicate that data is
skewed left; whereas positive values of skewnedgate that data is skewed right.
Since we have positive skewness value, our datkeiwed to right. By skewed right
it is meant that the right tail is long relative ttee left tail. Positive skewness also
indicates that, it is more common to have largatpesreturns than large negative
returns. (Bhattarai and Joshi, 2009: 458)

Kurtosis of the normal distribution is 3. (Brook908: 163) Positive kurtosis
indicates a "peaked" distribution and negative dsigt indicates a "flat" distribution.
Since both our data of trading volume and dataetiirn have kurtosis which are
bigger than 3, our data have leptokurtic distriduiti Leptokurtic distribution has
fatter tails and more peaked at the mean compares tormal distribution. Our
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finding is in consistence with the phrase of BrodqR908) which states that a
leptokurtic distribution is more likely to charagie financial time series.

When we examine Bera-Jarque stat, we test the mypbthesis of no
deviations from normality. We reject the null hyipesis asserting normality at 5%
significance level and find Jarque Bera statisticsgnificant. As a conclusion, we

could say that neither return nor trading volums ha@rmal distribution.

Firstly, we make seasonal adjustment by using wedlaverage method to
trading volume. Moving average is a smoothing meigm that is used to smooth
out seasonal variation in the data. (Benzion eR@01:8) It is favorable to make
seasonal adjustment; since elimination of seasmoakments increase accurateness
of coefficient estimates in making econometric gsial by using time series. (Alper
and Aruoba: 2)

Figures below indicate the graph of logarithmicuret series whose first

difference is taken and graph of seasonally adjustaling volume series.

Figure 6. Graph of Seasonally Adjusted Trading Viume
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Figure 7. Graph of Logarithmic Return
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From both figures, volatility clusters could be rsedearly. Mandelbrot
(1963) asserts that large movements in the pritégancial assets are followed by
large price movements, and slight price movements fallowed by slight
movements. In other words, he calls for the phemaned volatility clustering. This
case highlights the most important characteristicfinancial variables, being

dynamic not static.

Mandelbrot’s finding is also valid for our data .séBrge movements in
logarithmic returns and trading volume are followsdlarge movements; similarly
slight movements are followed by slight movemeiitss is an indicator of changing

variance and volatility clustering.

After then, unit root tests will be implementedd&termine if both time series
are stationary. As mentioned before, use of natestary variables in analysis
cause relations to seem as existing that do net exreality. Brooks (2008) states

same thing by the sentence he uses “If standaréssign techniques are applied to
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non-stationary data, the end result could be aessgrn that looks good under
standard measures, but which is really valuelg¢&sdokk, 2008:319)

Many time series has trend and a relationship £Xstween its consequent
values. A time series with a trend is not statignand its usage in making
estimations will cause to obtain wrong resultsoider to prevent those results, series

are required to be made stationary. (Armutlulu,2806)

3.2.2.1. Unit Root Tests

Unit root tests will be investigated by Augmentedck@y-Fuller Test by
taking the various cases into account. Here nyibliyesis, which asserts that there is

unit root and series is non-stationary, is tested.

3.2.2.1.1. For Trading Volume

Table 3. Unit Root Test of Trading Volume

Mac-Kinnon Critical
Values
Significance
Level no trend | trend
1% -3.458845| -3.998815
5% -2.873974]-3.429657
10% -2.573472|-3.138345
Probability
values 0.8055 | 0.1676

ADF-stat is -0.839626 without trend and -2.89037thwend. Since ADF-
stat is smaller than critical values in absolutei@aseries of trading volume is said
to be non-stationary. It is required to be madgestary.

When first difference is taken;
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Table 4.Unit Root Test of Trading Volume when firstdifference is taken

Mac-Kinnon Critical

Values
Significance
Level no trend | trend
1% -3.459762( -3.999930
5% -2.874376|-3.430196
10% -2.573687|-3.138663
Probability
values 0.0000 [ 0.0000

ADF-stat is —5.736701 without trend and -5.79666% wend. ADF-stat is bigger

than critical values now. By this way, trading vole is converted into stationary.

3.2.2.1.2. For Return

Table 5.Unit Root Test of Return

Mac-Kinnon Critical

Values
Significance
Level no trend | trend
1% -3.457984] -3.997418
5% -2.873596|-3.428981
10% -2.573270]-3.137946
Probability
values 0.0000 [ 0.0000
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ADF-stat is -15.60105 without trend and -15.7380th trend. Since ADF-
stat is bigger than critical values in absoluteieakeries of trading volume is said to

be stationary.

Null hypothesis asserting existence of unit rod baen rejected for return in
all significance levels. This means that returneseris stationary. However, null
hypothesis has not been rejected for trading voludanely, it is non-stationary. It
is converted into stationary form by taking firgtfekfence. Now, both series are
stationary for all significance levels. At that phiseries are available for further

analysis.

3.2.2.2. Overconfidence and Trading Volume

If an investor is overconfident, he misattributesipve earnings he gets from
stocks he holds to his superior ability and infotiora With this misevaluation, he
increases the amount of trades in the subsequaatpParallel to this view, Chuang
and Lee (2006) assert that overconfidence hypahmsidicts causality from stock
returns to trading volume. They establish hypothes below which we will also

use:

“H1: Market gains (losses) increase (decrease) inwestorerconfidence, and
consequently they trade more (less) aggressivedulisequent periods.”

First of all it is noteworthy to point out scarcitf empirical studies in the
subject of overconfidence in the literature of babial finance. Statman et al (2006)
attribute that scarcity to lack of well-defined amelstable implications. The
relationship between overconfidence and tradingume is investigated by
Odean(1998), Barber and Odean (2000), Gervais Gaeban(2001), Glaser and
Weber (2004), Statman, Thorley and Vorkink (2006jjuang and Lee (2006),
Korkmaz and Cevik (2007) for different time periods

Granger Causality Test will be employed to testifrelationship exists
between stock returns and trading volume. Formalligh reference to Granger

(1969) if the prediction of Y using past values Xfis more accurate than the

105



prediction without using X in the mean square ersense, whereQt is the
information set at time t, then X Granger-causes Y

We will use autoregressions below to test the dayshetween trading

volume and stock returns.

p P
Vi=ou + Zj Blth—j + z j Ble Rt—j +E1t equationl
1 1

P P
Ri=oxn+ Z j Bth.,- + Zj B22j Rt-j + Ex equation2
1 1

Here, V symbolizes seasonally adjusted trading melu whereas R
symbolizes return of ISE100 index.

In equation 1; if Ble is statistically significant, a better forecastfofure

volume could be obtained by including both pastigalof return and past values of

volume. So, we conclude that returns cause voluma.standard F-test does not
reject the hypothesis thaﬁlzj =0 for all j, then returns do not cause volume. In

Granger Causality Test with two variables, rejatid null hypothesis asserting that
“Return does not Granger Cause Lnlot” validates dkierconfidence hypothesis.

(Korkmaz and Cevik,2007:142) In our analyBszj is statistically significant and a

causality relationship is found from return to vokL This inference validates the

overconfidence hypothesis.

In equation 2; if a causality relation exists fremlume to returns, thenle

will be different from zero. If not On|yBle; but aIsole are different from zero,

(statistically significant) then a feedback relatiexists between returns and trading
volume. Sincele Is not statistically significant in our regressiamp feedback

relation exists.
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As a first step, Granger Causality test involvesrestion of a VAR Model.
We constitute a VAR model and determine lag nunhiaesed on Akaike information

criteria. We use three lags based on Akaike inféionacriteria.

Table 6. Results of Granger Causality Test

Lag=3 F-stat Prob
Return does not granger cause Lnlot 2.657p6 0.04918
Lnlot does not granger cause return 1.51350 | 1.21179

Based on the result of Granger Causality Test Yatstgnificance level), we
could not reject the hypothesis assuming a caysadiation from Lnlot to return.
However, we reject the null hypothesis which ass#rat “Return does not granger
cause Lnlot”. By this way, it could be said that time short term there is a
unidirectional relationship from return to tradinglume. In other words, returns
have predictive ability for movements in tradingluroe. This case serves finding

which is in consistence with overconfidence hypsthe

As last, we could prove existence of a positivatrehship between return

and trading volume by the help of a correlationrmat

Table 7. Correlation Matrix

LNLOT RETURN
LNLOT 1.000000 0.536820
RETURN 0.536820 1.000000

3.2.2.3. Overconfidence and Volatility

Psychologists call self-attribution phenomena imynstudies. As they imply,
it refers the tendency of individuals to attribaiteir successes to their ability and

attribute their failures to chance or other extefaetors. It is clear in the phrase of
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Langer and Roth (1975) “Heads | win, tails it's sthe.” When public information is
in agreement with his information, investor's owerfidence grows excessively.
However it does not fall commensurately when pulriformation contradicts with
his private information. (Daniel et al, 1998:184B)is could be thought as an
indicator of overconfidence. From previous studiés;ould be inferred that self

attribution leads overconfidence to increase.

Studies about stock market volatility state thatarece changes overtime and
best model explaining such conditional varianceati&an is ARCH Models. ARCH
Models, which have wide usage area in finance aadroneconomy, are developed
to model volatility in time series. Arch model isstly used by Engle (1982) in order
to model variance of inflation and after then iused for modeling return volatility

of various financial assets. (Okay, 1998: 36)

It is necessary for trading volume to be auto dateel and stationary, in
order to be used in autoregressive conditionalrbskedasticity models (ARCH) as
explanatory variable. Autocorrelation of tradinguwae causes heteroskedasticity in
returns and if series are not stationary, effedrading volume on volatility will be
misleading. (Kiran, 2010:101) Furthermore if pagéen of the trading volume
significant and positive, this addresses to pasiteffect of trading volume on

volatility.

Before starting to analysis, we examine statiopaaitd autocorrelation of
variables. At the end of unit root tests, we halvseoved that trading volume has unit
root, whereas return has no unit root. When we thist difference of trading
volume, we have met the requirement of being statyp Based on Durbin Watson
statistic that is attained from OLS procedure, itrgdvolume is found as
autocorrelated. By this way, we meet the requirdsjen use trading volume as an

explanatory variable, in the ARCH model.

Return volatility could be obtained by using ARCHddigl. Also, there is a
growing interest in GARCH Models that parametertrae-varying conditional
variances of stochastic processes. Following Ne($681), EGARCH Model is used

to measure return volatility which has advantages dRCH and GARCH models.
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In the first place, by using EGARCH model we eliatm the restrictions of ARCH
and GARCH models that require positive constragrisghe estimated coefficients.
From another perspective, on the GARCH model canrdit variance depends on
not sign of the disturbance term but magnitude isfudbance term. GARCH also
fails to capture the negative asymmetry that iseoled in many financial time
series. EGARCH model relieves this problem by nindehe standardized residual
as a moving average regressor in the variance iequathile preserving the
estimation of the magnitude effect. (Chen et aj12067)

Kim and Kon (1994) find EGARCH model as the mogtrapriate model for
stock indices, whereas they find GJR-GARCH moddahasmost descriptive model
for individual stocks. Since we use ISE-100 indsxdata, we prefer E-Garch model.
Nelson (1991) shows e-GARCH Model under these rsi@tés:

« Rt=t+gt

- nt| -1, pt-2,..)~GED(O,h)

« Lnht=w+f1 | gr1|+ Knt-1
vht-1

In this modeling, R is the stock returp, is the mean ofRt conditional on
past information, andht is the conditional volatility. Volatility paramet k shows

the asymmetric effect in the EGARCH model.

Odean(1998) , Gervais and Odean (2001) indicate dhaoverconfidence
increase, volatility of a risky asset increasesnily our second hypothesis could be

established as shown below;

“H2: Excessive trading of overconfident investors ircusiies contributes to

observed excessive volatility.”

An empirical framework, which allows us to identiffy observed excess

volatility stems from excessive trading due to @eafident investors, will be used.
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Procedure we implement which uses aggregate st@rkeindata to examine how
excessive trading of overconfident investors affeablatility is firstly studied by
Chuang and Lee (2006) .Trading volume will be dgoosed into two components
by following Chuang and Lee (2006) and Korkmaz @edik (2007) .

Vi=o + ) BRtj+&t (Chuang and Lee, 2006:14)

Vi=> BiRtj+[ at &t]

In that model, constant and residual terms areghibto define component of
the trading volume that is unrelated to overconfae( NONOVERt ). Whereas, the
difference between trading volume and the consadtresidual terms is thought to
define component of trading volume that is relat@verconfidence due to past
stock returns (OVERY) .

After then, we put these two components of tradialyime into conditional

variance equation of Garch specifications.

« Rt=Ut+ nt
« nt| -1, pt-2,..)~GED(O,h)
e Inht=w + f1 | gt-1| + K yt-1

vht-1
e Inht=w + f1 | gt-1| + K yt-1 + f2 In ht-1 + f30VERt
vh t-1

+f4 NONOVERt

In this modeling, R is the stock retumm,is the mean ofRt conditional on

past information, andht is the conditional volatility. Volatility pararmatfl (C4)

shows the asymmetry (leverage) effect in the EGAR@Hddel, whereas f2

parameter refers to weight of previous period’'s ditonal volatility on the
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conditional volatility of time t. Additionally, f3 shows overconfidence effect on
volatility, whereaf4 shows other factors of volatilitffo observe if overconfidence

volume increases conditional volatility, we compfsewith f4. If fz >f4a>0,
overconfidence volume is said to increase condiiowolatility. Statistically
significance of estimatedf3, coupled with the observation tHat > f4 proves that

overconfidence component of trading volume is peedy correlated with market

volatility, that means high volatility could be pafly justified based on investor
overconfidenceAlso, if estimatedf4 parameter is statistically significant, it could be

suggested that overconfidence is not the uniquesecad high market volatility.
(Chuang and Lee, 2006: 23) By this way, we distisig@excessive trading made by
overconfident investors, from other factors affegtmarket volatility

In order to implement GARCH models, it is requirkx series to have
ARCH effect. To determine if ARCH Effect existg;stly we implement ARCH-LM
test to residuals that are obtained by ARMA (3, ARMA (3,3) is found as the most
appropriate one due to lowest AIC criteria it po®s. We test the null hypothesis of
homoscedasticity in ARCH-LM Test for various layfge reject the null hypothesis
at %5 significance level which means that ARCH dffexists for only lag 24.
ARCH-LM test stats are given below;

Table 8. Results of ARCH-LM Test

F-stat Prob (F-stat) | Obs*R- Probability
squared
Lag=1 0.051453 0.820754 0.051887 0.819811
Lag=2 0.720521 0.487598 1.450791 0.484133
Lag=5 1.171830 0.323904 5.862757 0.319803
Lag=10 1.290411 0.237322 12.79535 0.235340
Lag=15 1.509779 0.104008 21.97960 0.108340
Lag=24 1.894488 0.009945* 41.42976 0.014936
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Since ARCH effect exists, EGARCH Model could bedisiow. Parallel to
this, f3 parameter for OVER part and f4 paramete™NfONOVER part is generated.
In generation process of f4, constant and resithral is taken into account. For {3,
as explained above difference between trading velamd constant and residual

term is considered. Result of the regression cbaldeen at Table 8.

Table 9. Results of E-GARCH Model

LOG(GARCH) = C(2) + C(3)*ABS(RESID(-1)/@SQRT(GARCHY)) +
C(4)*RESID(-1)/@SQRT(GARCH(-1)) + C(5)*LOGARCH(-1)) +
C(B)*F3 + C(7)*F4

Coefficient Std. Error z-Statistic Prob.

C 0.013031 0.008146 1.599641 0.1097

Variance Equation

C(2) -0.285250 0.125539  -2.272208 0.0231
C(3) -0.065786 0.056076  -1.173161 0.2407
C4) -0.024447 0.071753  -0.340710 0.7333
C(5) 0.932455 0.022605 41.25075 0.0000
C(6) 1.169921 0.333499 3.508016 0.0005
C(7) 88.98278 48.69553 1.827330 0.0677
T-DIST. DOF 26.82737 58.02746 0.462322 0.6439
R-squared -0.017619 Mean dependent var 0.031944
Adjusted R-squared -0.048862 S.D. dependent var 0.142784
S.E. of regression 0.146231 Akaike info criterion -1.244764
Sum squared resid 4.875422Schwarz criterion -1.127346
Log likelihood 154.8822 Durbin-Watson stat 2.003504

The EGARCH Model does not confirm the existenceleMerage effect;
because the measure of leverage effe€C4), is not significant. In other words,
stock market gives reaction to good news and bad me the same way. if was
statistically significant, we would conclude thabsfive shocks (good news)

generate less volatility than negative shocks (mas). (Kiran, 2010:3)
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f2 (C5) coefficient, which shows the long-term effeds volatility, is found

significant and considerably high in this modet.i$l 0.932455) This means that it
takes long time for effects of shocks to vanish.

At the end of regressionf3 and f4 parameters are found statistically
significant at % 10 significance level. However cgirf3 is not bigger tharf4,

overconfidence component of trading volumaot said to be increasing conditional
volatility for the period used in econometric arsady This case is not in consistence
with overconfidence hypothesis. Based on that teBigh market volatility does not

stem from overconfidence of investor.

Research findings show a positive relation betwesing volume and return
which is in consistence with overconfidence hypstheHowever, in the framework
of volatility, findings that are not in consistenagh overconfidence hypothesis are
obtained. Existence of leverage effect also carbagiroven by E-GARCH model.
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CONCLUSION

Fama describes an efficient market as the one ichyprices always fully
reflect available information. Based on efficienginket hypothesis investors can not
be able to get abnormal returns, since new infaonats reflected in prices
immediately and accurately. However, investigatiabsut market efficiency show

that it could be possible to get abnormal retugnbdmefiting from anomalies.

Neither only traditional financial theory which ass that individuals are
rational, nor only psychological theories could iudually explain investment
decisions of investors. At that point behaviorabfice, which asserts that individuals
are quasi-rational, comes into being. Behaviorahrice attempts to incorporate
insights from psychology to economics. It fills thap included in traditional finance

by taking into account mental biases.

Behavioral finance phenomenon has been a popudaareh area for a long
time. Although there is a vast of study regardinghdvioral finance concept
generally, overconfidence phenomenon is a relgtivehdiscovered area in
behavioral finance. Particularly, in Turkey onlyfew studies are written about
overconfidence concept. This is a result of lackestable implication in empirical

area.

This thesis aims to contribute the literature bgraiing overconfidence in
ISE-100 index. Previous studies conducted in Turkeyhich use similar
methodologies, are different from the content a$ thesis, since one of them uses
ISE-30 index and other attempts to examine overdente in individual stocks of
ISE.

In the beginning of thesis, efficient market hypsis is discussed by its
assumptions, criticisms and literature. After thieehavioral finance concept is
examined in detail. At the last section not onlyaded discussion of overconfidence,
but also empirical tests are involved. Empiricatt pges monthly closing values and
trading volumes of ISE-100 index for the periodApiril1991- Jan2011. ADF Test is

implemented to specify if data is stationary. Aftdren modeling is made.
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Relationship between overconfidence and tradingmel is investigated via Granger
Causality Test. After its existence is proved, sa@ncausality is determined by
correlation matrix and a positive relation is foun®elationship between
overconfidence and volatility is examined via E-G2IR Model and it is found that
high market volatility does not stem from overcdefice of investors. This study
could be extended by implementing same procedurn@dustrial indexes if trading

volumes on the base of indexes can be found.
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APPENDICES

APPENDIX A
Selection of Most Appropriate ARMA Model

AIC Log-Likelihood
ARMA(1,1) -1.036940 125.3589
ARMA(1,2) -1.029601 125.4929
ARMA(1,3) -1.026916 126.1760
ARMA(2,1) -1.026567 124.6217
ARMA(2,2) -1.017300 124.5328
ARMA(2,3) -1.014785 125.2372
ARMA(3,1) -1.026026 125.0450
ARMA(3,2) -1.017553 125.0537
ARMA(3,3) -1.085594* 134.0145*

A minimal value for AIC indicates that you have sba the number of groups that
produces the best fit without overfitting. It isgsible to assign each of the data
points to one of the groups with a maximum liketidoapproach. Because of that
reason we select ARMA (3,3) as the most appropriaddel and we continue with
ARCH-LM Test and EGARCH Test.
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